## PREFACE

The marriage of algebra and topology has produced many beautiful and intricate subjects in mathematics, of which perhaps the broadest is functional analysis. My aim has been to write a textbook with which graduate students can master at least some of the powerful tools of this subject. Because I think that one learns best by doing, I believe that it is critical that the students using this book in a course work the exercises. As an integral part of the book, they have been designed to provide practice in mimicking the techniques that are presented here in the proofs, as well as to lead the novice through fairly elaborate arguments that establish important additional results. The instructor is encouraged and expected to add theorems and examples from his or her own experiences and preferences, for I have quite deliberately restricted this presentation according to my own. My style is to state relatively few theorems, each having a fairly substantial proof, rather than to present a long series of lemmas. The student should read these substantial proofs with pencil in hand, making sure how each step follows from the previous ones and filling in any details that have been left to the reader.

I propose this text for a one-year course. The first six chapters constitute a general study of topological vector spaces, Banach spaces, duality, convexity, etc., concluding with a chapter that contains a number of applications to classical analysis, e.g., convolution, Green's functions, the Fourier transform, and the Hilbert transform.

I assume that the students studying from this book have completed a course in general measure theory, so that terms such as outer measure, $\sigma$-algebra, measurability, $L^{p}$ spaces (including the Riesz representation theorem for $\left.\left(L^{p}\right)^{*}\right)$, product measures, etc. should be familiar. In ad-
dition, I freely use concepts such as separability and completeness from metric space theory (making particular use of the Baire category theorem at several points in Chapter IV), and I employ the general StoneWeierstrass theorem on several occasions. I also think that many aspects of general topology were in fact invented to support the concepts in functional analysis, and I draw on these results in some rather deep ways. Thinking that those aspects of general topology that are most critical to this subject, e.g., product topologies, weak topologies, convergence of nets, etc., may not be covered in sufficient detail in many elementary topology courses, I go to some effort to explain these notions carefully throughout the text.

I do not intend to include here the most general cases of theorems and definitions, believing that my versions are both hard enough and deep enough for a student's first go at this subject. For example, I consider only locally compact topological spaces that are second countable, measures that are $\sigma$-finite, and Hilbert spaces that are separable. Chapter 0 is a kind of catalog for the basic results from linear algebra and topology that will be assumed.

The second half of the book centers on the Spectral Theorem in Hilbert space, the most important theorem of functional analysis in my view. Students with some elementary knowledge of Banach space theory and the Riesz Representation Theorem for $(C(X))^{*}$ can in fact begin with Chapter VIII, referring to the earlier chapters on those few occasions when more delicate results from locally convex analysis and dual topologies are required. I introduce early on the notion of projectionvalued measures and spend some time studying operators that can be expressed as integrals against such a measure. I present the Gelfand approach to the Spectral Theorem for a bounded normal operator, for my sense is that the beauty of that approach is so spectacular that it should be experienced by every analyst, hard or soft. In Chapter XI I spend some time studying the standard classes of operators ordinarily encountered in analysis: compact, Hilbert-Schmidt, trace class, and unbounded selfadjoint. I include only a few of the large number of examples from differential and integral equations that spawned these classes of operators, leaving this addition to the instructor's choice. Indeed, my choice has been to present an introduction to the connection between operator theory and the foundations of quantum mechanics. Thus I devote Chapter VII to a brief presentation of a set of axioms for a mathematical model of experimental science. These axioms are a minor perturbation of those first introduced by G. W. Mackey for Quantum Mechanics, and my aim
is to motivate the notions of projection-valued measures and unbounded selfadjoint operators by using them as models of the question-valued measures and observables of this set of axioms. However, this chapter and all references to it can be omitted without any effect on the rest of the material.

Finally, Chapter XII is devoted primarily to a development of the Implicit Function Theorem in infinite dimensions. My experience is that most beginning graduate students can well use another trek through the ideas surrounding this theorem, and what is presented here also provides a basic introduction to nonlinear functional analysis.

The bibliography includes two texts on measure theory and real analysis for reference purposes, several of the standard volumes on functional analysis for different points of view, and a number of books the interested student should consider reading after finishing this one.

It has been said that many functional analysis books are too big. They are encyclopedic; they have everything in them. Having tried to study from them, a student often leaves the course more baffled by the tool box than by the tasks to be solved. I expect students of this small textbook to be masters of the most powerful and commonly used tools.

Three classes of functional analysis students have helped my class notes evolve into a book. I valued and welcomed their compliments, their complaints, and their true partnership in developing this material. I thank them all. Many of my faculty colleagues have provided me with alternate proofs, interesting examples, and novel exercises, all of which have enriched the book, and I thank them all, too. Special thanks go to my daughter Molly for her diligent help with the indexing. Finally, I thank my wife Christy for her love, her support, and her true partnership in developing this material. More particularly, I am extremely grateful for her considerable editorial expertise, which has been of continuous help. I count myself extremely lucky to have had such encouragement and support.

As a blind person, I am incredibly indebted to many kinds of electronic and software products, for without them I could not in all probability have prepared this text at all. Confessing that I am neglecting to mention many such items, I especially thank Professor Donald Knuth for his program $\mathrm{T}_{\mathrm{E}} \mathrm{X}$ and the American Mathematical Society for its macro package $\mathcal{A}_{\mathcal{M}} \mathcal{S}^{-}$- $\mathrm{T}_{\mathrm{E}}$. Also I am in daily debt to the ECHO and ACCENT speech synthesizers as well as to the two computer programs PROTERM (MicroTalk) and JAWS (Henter-Joyce).

Lawrence W. Baggett
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## CHAPTER 0

## PRELIMINARIES

We include in this preliminary chapter some of the very basic concepts and results of set theory, linear algebra, and topology. We do this so that precise definitions and theorems will be at hand for reference. The exercises given here contain some of the main results. Although they should be routine for the student of this subject, we recommend that they be done carefully. The main theorems of Functional Analysis frequently rely on the Axiom of Choice, and in some cases are equivalent to this axiom from abstract set theory. The version of the Axiom of Choice that is ordinarily used in Functional Analysis is the Hausdorff maximality principle, which we state here without proof.

HAUSDORFF MAXIMALITY PRINCIPLE. Let $S$ be a non-
empty set, and let $<$ denote a partial ordering on $S$, i.e., a transitive relation on $S$. Then there exists a maximal linearly ordered subset of $S$.
Frequently encountered in our subject is the notion of an infinite product.
DEFINITION. Let $I$ be a set, and for each $i \in I$ let $X_{i}$ be a set. By the Cartesian product of the sets $\left\{X_{i}\right\}$, we mean the set of all functions $f$ defined on $I$ for which $f(i) \in X_{i}$ for each $i \in I$. We denote this set of functions by $\prod_{i \in I} X_{i}$ or simply by $\Pi X_{i}$.
Ordinarily, a function $f \in \prod_{i \in I} X_{i}$ is denoted by $\left\{x_{i}\right\}$, where $x_{i}=f(i)$.
Fundamental to Functional Analysis are the notions of vector spaces and linear transformations.
DEFINITION. Let $F$ denote either the field $\mathbb{R}$ of real numbers or the field $\mathbb{C}$ of complex numbers. A vector space over $F$ is an additive abelian group $X$, on which the elements of $F$ act by scalar multiplication:
(1) $a(x+y)=a x+a y, a(b x)=(a b) x$, and $(a+b) x=a x+b x$ for all $x, y \in X$ and $a, b \in F$.
(2) $1 x=x$ for all $x \in X$.

The elements of $F$ are called scalars. If $F=\mathbb{R}$, then $X$ is called a real vector space, and if $F=\mathbb{C}$, then $X$ is called a complex vector space. Obviously, a complex vector space can also be regarded as a real vector space, but not every real vector space is a complex vector space. See Exercise 0.1 below.
A subset $Y$ of a vector space $X$ is called a subspace if it is closed under addition and scalar multiplication.
A nonempty finite set $\left\{x_{1}, \ldots, x_{n}\right\}$ of nonzero elements of a vector space $X$ is called linearly dependent if there exist elements $\left\{a_{1}, \ldots, a_{n}\right\}$ of $F$, not all 0 , such that $\sum_{i=1}^{n} a_{i} x_{i}=0$. An arbitrary set $S$ of nonzero elements of $X$ is called linearly dependent if some nonempty finite subset of $S$ is linearly dependent. A subset $S \subseteq X$ of nonzero vectors is called linearly independent if it is not linearly dependent.
A subset $B$ of a vector space $X$ is said to be a spanning set for $X$ if every element of $X$ is a finite linear combination of elements of $B$. A basis of $X$ is a linearly independent spanning subset of $X$.

EXERCISE 0.1. (a) Prove that every nontrivial vector space has a basis. HINT: The Hausdorff maximality principle.
(b) If $B$ is a basis of a vector space $X$, show that each element $x \in X$ can be written uniquely as a finite linear combination $x=\sum_{i=1}^{n} a_{i} x_{i}$, where each $x_{i} \in B$.
(c) Show that any two bases of a vector space have the same cardinality, i.e., they can be put into 1-1 correspondence.
(d) Show that the set $F^{n}$ of all $n$-tuples $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ of elements of $F$ is a vector space with respect to coordinatewise addition and scalar multiplication.
(e) Prove that every complex vector space is automatically a real vector space. On the other hand, show that $\mathbb{R}^{3}$ is a real vector space but that scalar multiplication cannot be extended to $\mathbb{C}$ so that $\mathbb{R}^{3}$ is a complex vector space. HINT: What could $i x$ possibly be?

DEFINITION. The dimension of a vector space $X$ is the cardinality of a basis of $X$.

DEFINITION. Let $I$ be a set, and let $\left\{X_{i}\right\}$, for $i \in I$, be a collection of vector spaces over $F$. By the vector space direct product $\prod_{i \in I} X_{i}$, we mean the cartesian product of the sets $\left\{X_{i}\right\}$, together with the operations:
(1) $\left\{x_{i}\right\}+\left\{y_{i}\right\}=\left\{x_{i}+y_{i}\right\}$
(2) $a\left\{x_{i}\right\}=\left\{a x_{i}\right\}$.

The (algebraic) direct sum

$$
\bigoplus_{i \in I} X_{i}
$$

is defined to be the subset of $\prod_{i \in I} X_{i}$ consisting of the elements $\left\{x_{i}\right\}$ for which $x_{i}=0$ for all but a finite number of $i$ 's.

EXERCISE 0.2. (a) Prove that $\prod_{i \in I} X_{i}$ is a vector space.
(b) Show that $\bigoplus_{i \in I} X_{i}$ is a subspace of $\prod_{i \in I} X_{i}$.
(c) Prove that

$$
F^{n}=\prod_{i \in\{1, \ldots, n\}} F=\sum_{i \in\{1, \ldots, n\}} F
$$

DEFINITION. A linear transformation from a vector space $X$ into a vector space $Y$ is a function $T: X \rightarrow Y$ for which

$$
T\left(a_{1} x_{1}+a_{2} x_{2}\right)=a_{1} T\left(x_{1}\right)+a_{2} T\left(x_{2}\right)
$$

for all $x_{1}, x_{2} \in X$ and $a_{1}, a_{2} \in F$.
A linear transformation $T: X \rightarrow Y$ is called a linear isomorphism if it is 1-1 and onto.
By the kernel $\operatorname{ker}(T)$ of a linear transformation $T$, we mean the set of all $x \in X$ for which $T(x)=0$, and by the range of $T$ we mean the set of all elements of $Y$ of the form $T(x)$.
EXERCISE 0.3. Let $X$ and $Y$ be vector spaces, and let $B$ be a basis for $X$.
(a) Suppose $T$ and $S$ are linear transformations of $X$ into $Y$. Show that $T=S$ if and only if $T(x)=S(x)$ for every $x \in B$.
(b) For each $b \in B$ let $y_{b}$ be an element of $Y$. Show that there exists a (unique) linear transformation $T: X \rightarrow Y$ satisfying $T(b)=y_{b}$ for all $b \in B$.
(c) Let $T$ be a linear transformation of $X$ into $Y$. Prove that the kernel of $T$ is a subspace of $X$ and the range of $T$ is a subspace of $Y$.
(d) Let $T: X \rightarrow Y$ be a linear isomorphism. Prove that $T^{-1}: Y \rightarrow X$ is a linear isomorphism.

DEFINITION. A linear functional on a vector space $X$ over $F$ is a linear transformation of $X$ into $F \equiv F^{1}$.

EXERCISE 0.4. Let $f$ be a linear functional on a vector space $X$, and let $M$ be the kernel of $f$.
(a) If $x$ is an element of $X$, which is not in $M$, show that every element $y \in X$ can be written uniquely as $y=m+a x$, where $m \in M$ and $a \in F$. (b) Let $f$ and $g$ be linear functionals on $X$. Show that $f$ is a nonzero multiple $f=a g$ of $g$ if and only if $\operatorname{ker}(f)=\operatorname{ker}(g)$.
(c) Let $T$ be a linear transformation of a vector space $X$ onto the vector space $F^{n}$. Show that there exist elements $\left\{x_{1}, \ldots, x_{n}\right\}$ of $X$, none of which belongs to $\operatorname{ker}(T)$, such that each element $y \in X$ can be written uniquely as $y=m+\sum_{i=1}^{n} a_{i} x_{i}$, where $m \in \operatorname{ker}(T)$ and each $a_{i} \in F$.

DEFINITION. If $X$ is a vector space and $M$ is a subspace of $X$, we define the quotient space $X / M$ to be the set of all cosets $x+M$ of $M$ together with the following operations:

$$
(x+M)+(y+M)=(x+y)+M,
$$

and

$$
a(x+M)=a x+M
$$

for all $x, y \in X$ and $a \in F$.
EXERCISE 0.5. Let $M$ be a subspace of a vector space $X$.
(a) Prove that the quotient space $X / M$ is a vector space.
(b) Define $\pi: X \rightarrow X / M$ by $\pi(x)=x+M$. Show that $\pi$ is a linear transformation from $X$ onto $X / M$. This transformation $\pi$ is called the natural map or quotient map of $X$ onto $X / M$.
(c) If $T$ is a linear transformation of $X$ into a vector space $Y$, and if $M \subseteq \operatorname{ker}(T)$, show that there exists a unique linear transformation $S$ : $X / M \rightarrow Y$ such that $T=S \circ \pi$, where $\pi$ is the natural map of $X$ onto $X / M$.

Perhaps the most beautiful aspect of Functional Analysis is in its combining of linear algebra and topology. We give next the fundamental topological ideas that we will need.

DEFINITION. A topology on a set $X$ is a collection $\mathcal{T}$ of subsets of $X$ satisfying:
(1) $X \in \mathcal{T}$.
(2) $\emptyset \in \mathcal{T}$.
(3) The intersection of any finite number of elements of $\mathcal{T}$ is an element of $\mathcal{T}$.
(4) The union of an arbitrary collection of elements of $\mathcal{T}$ is an element of $\mathcal{T}$.

The set $X$, or the pair $(X, \mathcal{T})$, is called a topological space.
The elements of a topology $\mathcal{T}$ are called open subsets of $X$, and their complements are called closed sets. An open set containing a point $x \in X$ is called an open neighborhood of $x$, and any set that contains an open neighborhood of $x$ is itself called a neighborhood of $x$.
If $A$ is a subset of a topological space $(X, \mathcal{T})$ and $x$ is a point of $A$, then $x$ is called an interior point of $A$ if $A$ contains a neighborhood of $x$. The interior of $A$ is the set of all interior points of $A$.
If $Y$ is a subset of a topological space $(X, \mathcal{T})$, then the relative topology on $Y$ is the collection $\mathcal{T}^{\prime}$ of subsets of $Y$ obtained by intersecting the elements of $\mathcal{T}$ with $Y$. The collection $\mathcal{T}^{\prime}$ is a topology on $Y$, and the pair $\left(Y, \mathcal{T}^{\prime}\right)$ is called a topological subspace of $X$.
A subset $\mathcal{B}$ of a topology $\mathcal{T}$ is called a base for $\mathcal{T}$ if each element $U \in \mathcal{T}$ is a union of elements of $\mathcal{B}$.
A topological space $(X, \mathcal{T})$ is called second countable if there exists a countable base $\mathcal{B}$ for $\mathcal{T}$.
A topological space $(X, \mathcal{T})$ is called a Hausdorff space if for each pair of distinct points $x, y \in X$ there exist open sets $U, V \in \mathcal{T}$ such that $x \in U, y \in V$, and $U \cap V=\emptyset . X$ is called a regular topological space if, for each closed set $A \subseteq X$ and each point $x \notin A$, there exist open sets $U$ and $V$ such that $A \subseteq U, x \in V$, and $U \cap V=\emptyset . X$ is called a normal topological space if, for each pair $A, B$ of disjoint closed subsets of $X$, there exist open sets $U, V$ such that $A \subseteq U, B \subseteq V$, and $U \cap V=\emptyset$.
By an open cover of a subset $Y$ of a topological space $X$, we mean a collection $\mathcal{U}$ of open subsets of $X$ for which $Y \subseteq \cup_{U \in \mathcal{U}} U$. A subset $Y$ of a topological space $X$ is called compact if every open cover $\mathcal{U}$ of $Y$ has a finite subcover; i.e., there exist finitely many elements $U_{1}, \ldots, U_{n}$ of $\mathcal{U}$ such that $Y \subseteq \cup_{1}^{n} U_{i}$.
A topological space $X$ is called $\sigma$-compact if it is a countable union of compact subsets.
A topological space $X$ is called locally compact if, for every $x \in X$ and every open set $U$ containing $x, U$ contains a compact neighborhood of $x$.
A function $F$ from one topological space $X$ into another topological space $Y$ is called continuous if $f^{-1}(U)$ is an open subset of $X$ whenever $U$ is an open subset of $Y$.
A metric on a set $X$ is a function $d: X \times X \rightarrow \mathbb{R}$ that satisfies:
(1) $d(x, y) \geq 0$ for all $x, y \in X$.
(2) $d(x, y)=0$ if and only if $x=y$.
(3) (Triangle inequality) $d(x, z) \leq d(x, y)+d(y, z)$ for all $x, y, z \in X$.

If $X$ is a set on which a metric $d$ is defined, then $X$ (or the pair $(X, d)$ ) is called a metric space.
If $d$ is a metric on a set $X, x$ is an element of $X$, and $\epsilon>0$, then the ball $B_{\epsilon}(x)$ of radius $\epsilon$ around $x$ is defined to be the set of all $y \in X$ for which $d(x, y)<\epsilon$. A point $x$ is called an interior point of a subset $A$ of a metric space $(X, d)$ if there exists an $\epsilon>0$ such that $B_{\epsilon}(x) \subseteq A$, and a set $A$ is called open relative to a metric $d$ if every point of $A$ is an interior point of $A$.
The topological space $(X, \mathcal{T})$ is called metrizable if there exists a metric $d$ on $X$ for which the elements of $\mathcal{T}$ coincide with the sets that are open sets relative to the metric $d$.

EXERCISE 0.6. (a) Let $\mathcal{A}$ be a collection of subsets of a set $X$. Prove that there is a smallest topology $\mathcal{T}$ on $X$ that contains $\mathcal{A}$, and verify that a base for this topology consists of the collection of all sets $B$ of the form

$$
B=\cap_{i=1}^{n} A_{i},
$$

where each $A_{i} \in \mathcal{A}$.
(b) Let $A$ be a subset of a topological space $(X, \mathcal{T})$. Prove that the interior of $A$ is an open set. Prove that the intersection of all closed sets containing $A$ is closed. This closed set is called the closure of $A$ and is denoted by $\bar{A}$.
(c) Let $Y$ be a subset of a topological space $(X, \mathcal{T})$, and write $\mathcal{T}^{\prime}$ for the collection of subsets $V$ of $Y$ of the form $V=U \cap Y$ for $U \in \mathcal{T}$. Prove that $\mathcal{T}^{\prime}$ is a topology on $Y$.
(d) Let $d$ be a metric on a set $X$. Show that the collection of all sets that are open relative to $d$ forms a topology on $X$.
(e) Let $X$ and $Y$ be topological spaces. Prove that a function $f: X \rightarrow$ $Y$ is continuous if and only if for every open set $U \subseteq Y$ and every $x \in f^{-1}(U)$ there exists an open set $V \subseteq X$ such that $x \in V$ and $f(V) \subseteq U$.
EXERCISE 0.7. Let $X$ be a set, and let $\left\{X_{i}\right\}$, for $i$ in a set $I$, be a collection of topological spaces. For each $i$, let $f_{i}$ be a map of $X$ into $X_{i}$.
(a) Prove that there exists a smallest topology $\mathcal{T}$ on $X$ for which each function $f_{i}$ is continuous.
(b) Let $\mathcal{T}$ be as in part a. Show that, for each index $i$ and each open subset $U_{i} \subseteq X_{i}$, the set $f_{i}^{-1}\left(U_{i}\right)$ belongs to $\mathcal{T}$.
(c) Let $\mathcal{T}$ be as in part a. Show that, for each finite set $i_{1}, \ldots, i_{n}$ of elements of $I$, and for each $n$-tuple $U_{i_{1}}, \ldots, U_{i_{n}}$, for $U_{i_{j}}$ an open subset
of $X_{i_{j}}$, the set

$$
\cap_{j=1}^{n} f_{i_{j}}^{-1}\left(U_{i_{j}}\right)
$$

is in $\mathcal{T}$.
(d) Let $\mathcal{T}$ be as in part a. Show that each element of $\mathcal{T}$ is a union of sets of the form described in part c; i.e., the sets described in part c form a base for $\mathcal{T}$.

DEFINITION. Let $X$ be a set, and for each $i$ in a set $I$ let $f_{i}$ be a function from $X$ into a topological space $X_{i}$. The smallest topology on $X$, for which each $f_{i}$ is continuous, is called the weak topology generated by the $f_{i}$ 's.
If $\left\{X_{i}\right\}$, for $i \in I$, is a collection of topological spaces, write

$$
X=\prod_{i \in I} X_{i}
$$

and define $f_{i}: X \rightarrow X_{i}$ by

$$
f_{i}\left(\left\{x_{j}\right\}\right)=x_{i}
$$

The product topology on $X=\prod_{i \in I} X_{i}$ is defined to be the weak topology generated by the $f_{i}$ 's.

EXERCISE 0.8. Let $X$ be a set, let $\left\{X_{i}\right\}$ for $i \in I$, be a collection of topological spaces, and for each $i \in I$ let $f_{i}$ be a map of $X$ into $X_{i}$. Let $\mathcal{T}$ denote the weak topology on $X$ generated by the $f_{i}$ 's.
(a) Prove that $\mathcal{T}$ is Hausdorff if each $X_{i}$ is Hausdorff and the functions $\left\{f_{i}\right\}$ separate the points of $X$. (The $f_{i}$ 's separate the points of $X$ if $x \neq y \in X$ implies that there exists an $i \in I$ such that $f_{i}(x) \neq f_{i}(y)$.)
(b) Show that $\mathcal{T}$ is second countable if the index set $I$ is countable and each topological space $X_{i}$ is second countable.
(c) Conclude that the product space $Y=\prod_{i \in I} X_{i}$ is second countable if $I$ is countable and each $X_{i}$ is second countable.
(d) Suppose the index set $I$ is countable, that the $f_{i}$ 's separate the points of $X$, and that each $X_{i}$ is metrizable. Prove that $(X, \mathcal{T})$ is metrizable. HINT: Identify $I$ with the set $\{1,2, \ldots\}$. If $d_{i}$ denotes the metric on $X_{i}$, define $d$ on $X$ by

$$
d(x, y)=\sum_{i=1}^{\infty} 2^{-i} \min \left(1, d_{i}\left(f_{i}(x), f_{i}(y)\right)\right)
$$

and show that $d$ is a metric whose open sets coincide with the elements of $\mathcal{T}$.
(e) Let $Y$ be the topological product space $Y=\prod_{i \in I} X_{i}$, and define $F: X \rightarrow Y$ by $[F(x)]_{i}=f_{i}(x)$. Suppose that the $f_{i}$ 's separate the points of $X$. Prove that $F$ is a homeomorphism of $(X, \mathcal{T})$ into $Y$.
EXERCISE 0.9. (a) Prove that a topological space $X$ is compact if and only if it satisfies the finite intersection property; i.e., if $\mathcal{F}$ is a collection of closed subsets of $X$, for which the intersection of any finite number of elements of $\mathcal{F}$ is nonempty, then the intersection of all the elements of $\mathcal{F}$ is nonempty.
(b) Prove that a compact Hausdorff space is normal.
(c) Prove that a regular space, having a countable base, is normal.
(d) Prove Urysohn's Lemma: If $X$ is a normal topological space, and if $A$ and $B$ are nonempty disjoint closed subsets of $X$, then there exists a continuous function $f: X \rightarrow[0,1]$ such that $f(A)=\{0\}$ and $f(B)=$ $\{1\}$.
(e) Let $X$ be a regular space having a countable base. Show that there exists a sequence $\left\{f_{n}\right\}$ of continuous real-valued functions on $X$, such that for each closed set $A \subseteq X$ and each point $x \notin A$, there exists an $n$ for which $f_{n}(x) \notin f_{n}(A)$. HINT: For each pair $U, V$ of elements of the countable base, for which $U \subseteq \bar{U} \subset V$, use Urysohn's lemma on the sets $\bar{U}$ and $\tilde{V}$, where $\tilde{V}$ denotes the complement of $V$. Conclude that the topology on $X$ coincides with the weak topology generated by the resulting $f_{n}$ 's.
(f) Prove that a regular space $X$, having a countable base, is metrizable. HINT: Use part e to construct a homeomorphism between $X$ and a subset of a countable product of real lines.
(g) Prove that a locally compact Hausdorff space is regular and hence that a locally compact, second countable, Hausdorff space is metrizable.
DEFINITION. Let $(X, \mathcal{T})$ be a topological space, and let $f$ be a function from $X$ onto a set $Y$. The largest topology $\mathcal{Q}$ on $Y$ for which $f$ is continuous is called the quotient topology on $Y$.

EXERCISE 0.10 . Let $(X, \mathcal{T})$ be a topological space, let $f: X \rightarrow Y$ be a map of $X$ onto a set $Y$, and let $\mathcal{Q}$ be the quotient topology on $Y$.
(a) Prove that a subset $U \subseteq Y$ belongs to $\mathcal{Q}$ if and only if $f^{-1}(U)$ belongs to $\mathcal{T}$. That is, $\mathcal{Q}=\left\{U \subseteq Y: f^{-1}(U) \in \mathcal{T}\right\}$.
(b) Suppose $Z$ is a topological space and that $g$ is a function from $(Y, \mathcal{Q})$ into $Z$. Prove that $g$ is continuous if and only if $g \circ f$ is continuous from $(X, \mathcal{T})$ into $Z$.

## CHAPTER I

## THE RIESZ REPRESENTATION THEOREM

We begin our study by identifying certain special kinds of linear functionals on certain special vector spaces of functions. We describe these linear functionals in terms of more familiar mathematical objects, i.e., as integrals against measures. We have labeled Theorem 1.3 as the Riesz Representation Theorem. However, each of Theorems 1.2, 1.3, 1.4 and 1.5 is often referred to by this name, and a knowledge of this nontrivial theorem, or set of theorems, is fundamental to our subject. Theorem 1.1 is very technical, but it is the cornerstone of this chapter.

DEFINITION. A vector lattice of functions on a set $X$ is a vector space $L$ of real-valued functions on $X$ which is closed under the binary operations of maximum and minimum. That is:
(1) $f, g \in L$ and $\alpha, \beta \in \mathbb{R}$ implies that $\alpha f+\beta g \in L$.
(2) $f, g \in L$ implies that $\max (f, g) \in L$ and $\min (f, g) \in L$.

REMARKS. The set of all continuous real-valued functions on a topological space $X$ clearly forms a vector lattice, indeed the prototypical one. A nontrivial vector lattice certainly contains some nonnegative functions (taking maximum of $f$ and 0 ). If a vector lattice does not contain any nonzero constant function, it does not follow that the minimum of an $f \in L$ and the constant function 1 must belong to $L$. The set of all scalar multiples of a fixed positive nonconstant function is a counterexample.

Stone's axiom for a vector lattice $L$ is as follows: If $f$ is a nonnegative function in $L$, then $\min (f, 1)$ is an element of $L$.

EXERCISE 1.1. Let $L$ be a vector lattice of functions on a set $X$, and suppose $L$ satisfies Stone's axiom.
(a) Show that $\min (f, c) \in L$ whenever $f$ is a nonnegative function in $L$ and $c \geq 0$.
(b) (A Urysohn-type property) Let $E$ and $F$ be disjoint subsets of $X$, $0 \leq a<b$, and let $f \in L$ be a nonnegative function such that $f(x) \geq b$ on $F$ and $f(x) \leq a$ on $E$. Show that there exists an element $g \in L$ such that $0 \leq g(x) \leq 1$ for all $x \in X, g(x)=0$ on $E$, and $g(x)=1$ on $F$.
(c) Let $0 \leq a<b<c<d$ be real numbers, let $f \in L$ be nonnegative, and define $E=f^{-1}([0, a]), F=f^{-1}([b, c])$, and $G=f^{-1}([d, \infty))$. Show that there exists an element $g$ of $L$ such that $0 \leq b g(x) \leq f(x)$ for all $x \in X, g(x)=1$ on $F$, and $g(x)=0$ on $E \cup G$.
(d) Let $\mu$ be a measure defined on a $\sigma$-algebra of subsets of the set $X$, and suppose $L=L^{1}(\mu)$ is the set of all (absolutely) integrable real-valued functions on $X$ with respect to $\mu$. Show that $L$ is a vector lattice that satisfies Stone's axiom.
(e) Let $\mu$ and $L$ be as in part d. Define $\phi: L \rightarrow \mathbb{R}$ by $\phi(f)=\int f d \mu$. Prove that $\phi$ is a positive linear functional on $L$, i.e., $\phi$ is a linear functional for which $\phi(f) \geq 0$ whenever $f(x) \geq 0$ for all $x \in X$.

We come now to our fundamental representation theorem for linear functionals.

THEOREM 1.1. Let $L$ be a vector lattice on a set $X$, and assume that $L$ satisfies Stone's axiom, i.e., that if $f$ is a nonnegative function in $L$, then $\min (f, 1) \in L$. Suppose $I$ is a linear functional on the vector space $L$ that satisfies:
(1) $I(f) \geq 0$ whenever $f(x) \geq 0$ for all $x \in X$. ( $I$ is a positive linear functional.)
(2) Suppose $\left\{f_{n}\right\}$ is a sequence of nonnegative elements of $L$, which increases pointwise to an element $f$ of $L$, i.e., $f(x)=\lim f_{n}(x)$ for every $x$, and $f_{n}(x) \leq f_{n+1}(x)$ for every $x$ and $n$. Then $I(f)=$ $\lim I\left(f_{n}\right)$. (I satisfies the monotone convergence property.)
Then there exists a (not necessarily finite) measure $\mu$ defined on a $\sigma$ algebra $\mathcal{M}$ of subsets of $X$ such that every $f \in L$ is $\mu$-measurable, $\mu$ integrable, and

$$
I(f)=\int f d \mu
$$

PROOF. We begin by defining an outer measure $\mu^{*}$ on all subsets of $X$. Thus, if $E \subseteq X$, put

$$
\mu^{*}(E)=\inf \sum I\left(h_{m}\right)
$$

where the infimum is taken over all sequences $\left\{h_{m}\right\}$ of nonnegative functions in $L$ for which $\sum h_{m}(x) \geq 1$ for each $x \in E$. Note that if, for some set $E$, no such sequence $\left\{h_{m}\right\}$ exists, then $\mu^{*}(E)=\infty$, the infimum over an empty set being $+\infty$. In particular, if $L$ does not contain the constant function 1 , then $\mu^{*}(X)$ could be $\infty$, although not necessarily. See Exercise 1.2 below.
It follows routinely that $\mu^{*}$ is an outer measure. Again see Exercise 1.2 below.
We let $\mu$ be the measure generated by $\mu^{*}$, i.e., $\mu$ is the restriction of $\mu^{*}$ to the $\sigma$-algebra $\mathcal{M}$ of all $\mu^{*}$-measurable subsets of $X$. We wish to show that each $f \in L$ is $\mu$-measurable, $\mu$-integrable, and then that $I(f)=\int f d \mu$. Since $L$ is a vector lattice, and both $I$ and $\int \cdot d \mu$ are positive linear functionals on $L$, we need only verify the above three facts for nonnegative functions $f \in L$.
To prove that a nonnegative $f \in L$ is $\mu$-measurable, it will suffice to show that each set $f^{-1}[a, \infty)$, for $a>0$, is $\mu^{*}$-measurable; i.e., we must show that for any $A \subseteq X$,

$$
\mu^{*}(A) \geq \mu^{*}\left(A \cap f^{-1}[a, \infty)\right)+\mu^{*}\left(A \cap \widetilde{f^{-1}[a, \infty)}\right)
$$

We first make the following observation.
Suppose $A \subseteq X, 0<a<b, E$ is a subset of $X$ for which $f(x) \leq a$ if $x \in E$, and $F$ is a subset of $X$ for which $f(x) \geq b$ if $x \in F$. Then

$$
\mu^{*}(A \cap(E \cup F)) \geq \mu^{*}(A \cap E)+\mu^{*}(A \cap F)
$$

Indeed, let $g$ be the element of $L$ defined by

$$
g=\frac{\min (f, b)-\min (f, a)}{b-a} .
$$

Then $g=0$ on $E$, and $g=1$ on $F$. If $\epsilon>0$ is given, and $\left\{h_{m}\right\}$ is a sequence of nonnegative elements of $L$ for which $\sum h_{m}(x) \geq 1$ on $A \cap(E \cup F)$, and $\sum I\left(h_{m}\right)<\mu^{*}(A \cap(E \cup F))+\epsilon$, set $f_{m}=\min \left(h_{m}, g\right)$ and $g_{m}=h_{m}-\min \left(h_{m}, g\right)$. Then:

$$
h_{m}=f_{m}+g_{m}
$$

on $X$,

$$
\sum f_{m}(x) \geq 1
$$

for $x \in A \cap F$, and

$$
\sum g_{m}(x) \geq 1
$$

for $x \in A \cap E$. Therefore:

$$
\begin{aligned}
\mu^{*}(A \cap(E \cup F))+\epsilon & \geq \sum I\left(h_{m}\right) \\
& =\sum I\left(f_{m}\right)+\sum I\left(g_{m}\right) \\
& \geq \mu^{*}(A \cap F)+\mu^{*}(A \cap E) .
\end{aligned}
$$

It follows now by induction that if $\left\{I_{1}, \ldots, I_{n}\right\}$ is a finite collection of disjoint half-open intervals $\left(a_{j}, b_{j}\right.$ ], with $0<b_{1}$ and $b_{j}<a_{j+1}$ for $1 \leq$ $j<n$, and if $E_{j}=f^{-1}\left(I_{j}\right)$, then

$$
\mu^{*}\left(A \cap\left(\cup E_{j}\right)\right) \geq \sum \mu^{*}\left(A \cap E_{j}\right)
$$

for any subset $A$ of $X$. In fact, using the monotonicity of the outer measure $\mu^{*}$, the same assertion is true for any countable collection $\left\{I_{j}\right\}$ of such disjoint half-open intervals. See Exercise 1.3.
Now, Let $A$ be an arbitrary subset of $X$, and let $a>0$ be given. Write $E=f^{-1}[a, \infty)$. We must show that

$$
\mu^{*}(A \cap E)+\mu^{*}(A \cap \tilde{E}) \leq \mu^{*}(A)
$$

We may assume that $\mu^{*}(A)$ is finite, for otherwise the desired inequality is obvious. Let $\left\{c_{1}, c_{2}, \ldots\right\}$ be a strictly increasing sequence of positive numbers that converges to $a$. We write the interval $(-\infty, a)$ as the countable union $\cup_{j=0}^{\infty} I_{j}$ of the disjoint half-open intervals $\left\{I_{j}\right\}$, where $I_{0}=\left(-\infty, c_{1}\right]$, and for $j>0, I_{j}=\left(c_{j}, c_{j+1}\right]$, whence

$$
\tilde{E}=\cup_{j=0}^{\infty} E_{j},
$$

where $E_{j}=f^{-1}\left(I_{j}\right)$. Also, if we set $F_{k}=\cup_{j=0}^{k} E_{j}$, then $\tilde{E}$ is the increasing union of the $F_{k}$ 's. Then, using Exercise 1.3, we have:

$$
\mu^{*}\left(A \cap\left(\cup_{j=0}^{\infty} E_{2 j}\right)\right) \geq \sum_{j=0}^{\infty} \mu^{*}\left(A \cap E_{2 j}\right)
$$

whence the infinite series on the right is summable.
Similarly, the infinite series $\sum_{j=0}^{\infty} \mu^{*}\left(A \cap E_{2 j+1}\right)$ is summable. Therefore,

$$
\begin{aligned}
\mu^{*}\left(A \cap F_{k}\right) & \leq \mu^{*}(A \cap \tilde{E}) \\
& =\mu^{*}\left(\left(A \cap F_{k}\right) \cup\left(A \cap\left(\cup_{j=k+1}^{\infty} E_{j}\right)\right)\right) \\
& \leq \mu^{*}\left(A \cap F_{k}\right)+\sum_{j=k+1}^{\infty} \mu^{*}\left(A \cap E_{j}\right)
\end{aligned}
$$

and this shows that $\mu^{*}(A \cap \tilde{E})=\lim _{k} \mu^{*}\left(A \cap F_{k}\right)$.
So, recalling that $F_{k}=f^{-1}\left(-\infty, c_{k+1}\right]$, we have

$$
\begin{aligned}
\mu^{*}(A \cap E)+\mu^{*}(A \cap \tilde{E}) & =\mu^{*}(A \cap E)+\lim _{k} \mu^{*}\left(A \cap F_{k}\right) \\
& =\lim _{k}\left(\mu^{*}(A \cap E)+\mu^{*}\left(A \cap F_{k}\right)\right) \\
& =\lim _{k} \mu^{*}\left(A \cap\left(E \cup F_{k}\right)\right) \\
& \leq \mu^{*}(A),
\end{aligned}
$$

as desired. Therefore, $f$ is $\mu$-measurable for every $f \in L$.
It remains to prove that each $f \in L$ is $\mu$-integrable, and that $I(f)=$ $\int f d \mu$. It will suffice to show this for $f$ 's which are nonnegative, bounded, and 0 outside a set of finite $\mu$ measure. See Exercise 1.4. For such an $f$, let $\phi$ be a nonnegative measurable simple function, with $\phi(x) \geq f(x)$ for all $x$, and such that $\phi$ is 0 outside a set of finite measure. (We will use the fact from measure theory that there exists a sequence $\left\{\phi_{n}\right\}$ of such simple functions for which $\int f d \mu=\lim \int \phi_{n} d \mu$.) Write $\phi=\sum_{i=1}^{k} a_{i} \chi_{E_{i}}$, where each $a_{i} \geq 0$, and let $\epsilon>0$ be given. For each $i$, let $\left\{h_{i, m}\right\}$ be a sequence of nonnegative elements in $L$ for which $\sum_{m} h_{i, m}(x) \geq 1$ on $E_{i}$, and
$\sum_{m} I\left(h_{i, m}\right)<\mu^{*}\left(E_{i}\right)+\epsilon$. Then

$$
\begin{aligned}
\int \phi d \mu+\epsilon \sum_{i=1}^{k} a_{i} & =\sum_{i=1}^{k} a_{i} \mu\left(E_{i}\right)+\epsilon \sum_{i=1}^{k} a_{i} \\
& >\sum_{i=1}^{k} a_{i} \sum_{m} I\left(h_{i, m}\right) \\
& =\sum_{m} \sum_{i=1}^{k} a_{i} I\left(h_{i, m}\right) \\
& =\lim _{M} \sum_{m=1}^{M} \sum_{i=1}^{k} a_{i} I\left(h_{i, m}\right) \\
& =\lim _{M} I\left(h_{M}\right),
\end{aligned}
$$

where

$$
h_{M}=\sum_{m=1}^{M} \sum_{i=1}^{k} a_{i} h_{i, m} .
$$

Observe that $\left\{h_{M}\right\}$ is an increasing sequence of nonnegative elements of $L$, and that $\lim h_{M}(x) \geq \phi(x)$ for all $x \in X$, whence the sequence $\left\{\min \left(h_{M}, f\right)\right\}$ increases pointwise to $f$. Therefore, by the monotone convergence property of $I$, we have that

$$
\begin{aligned}
\int \phi d \mu+\epsilon \sum_{i=1}^{k} a_{i} & \geq \lim _{M} I\left(h_{M}\right) \\
& \geq \lim _{M} I\left(\min \left(h_{M}, f\right)\right) \\
& =I(f)
\end{aligned}
$$

showing that $\int \phi d \mu \geq I(f)$, for all such simple functions $\phi$. It follows then that $\int f d \mu \geq I(f)$.
To show the reverse inequality, we may suppose that $0 \leq f(x)<1$ for all $x$, since both $I$ and $\int \cdot d \mu$ are linear. For each positive integer $n$ and each $0 \leq i<2^{n}$, define the set $E_{i, n}$ by

$$
E_{i, n}=f^{-1}\left(\left[i / 2^{n},(i+1) / 2^{n}\right)\right),
$$

and then a simple function $\phi_{n}$ by

$$
\phi_{n}=\sum_{i=0}^{2^{n}-1}\left(i / 2^{n}\right) \chi_{E_{i, n}}
$$

Using Exercise 1.1 part c, we choose, for each $0 \leq i<2^{n}$ and each $m>2^{n+1}$, a function $g_{i, m}$ satisfying:
(1) For $x \in f^{-1}\left(\left[i / 2^{n},\left((i+1) / 2^{n}\right)-1 / m\right)\right)$,

$$
g_{i, m}(x)=i / 2^{n}
$$

(2) For $x \in f^{-1}\left(\left[0,\left(i / 2^{n}\right)-1 / 2 m\right)\right)$ and $x \in f^{-1}\left(\left[\left((i+1) / 2^{n}\right)-\right.\right.$ $1 / 2 m, 1])$,

$$
g_{i, m}(x)=0
$$

(3) For all $x$,

$$
0 \leq g_{i, m}(x) \leq f(x)
$$

Then

$$
\mu\left(E_{i, n}\right)=\lim _{m} \mu\left(f^{-1}\left(\left[i / 2^{n},(i+1) / 2^{n}-1 / m\right)\right)\right) .
$$

And,

$$
\begin{aligned}
\sum_{i=0}^{2^{n}-1}\left(i / 2^{n}\right) \mu\left(f^{-1}\left(\left[i / 2^{n},(i+1) / 2^{n}-1 / m\right)\right)\right) & \leq \sum_{i=0}^{2^{n}-1} I\left(g_{i, m}\right) \\
& =I\left(h_{m}\right)
\end{aligned}
$$

where

$$
h_{m}=\sum_{i=0}^{2^{n}-1} g_{i, m}
$$

Observe that $h_{m}(x) \leq f(x)$ for all $x$. It follows that

$$
\begin{aligned}
\int \phi_{n} d \mu & =\sum_{i=0}^{2^{n}-1}\left(i / 2^{n}\right) \mu\left(E_{i, n}\right) \\
& =\lim _{m} \sum_{i=0}^{2^{n}-1}\left(i / 2^{n}\right) \mu\left(f^{-1}\left(\left[i / 2^{n},(i+1) / 2^{n}-1 / m\right)\right)\right) \\
& \leq \limsup _{m} I\left(h_{m}\right) \\
\leq I(f) &
\end{aligned}
$$

whence, by letting $n$ tend to $\infty$, we see that $\int f d \mu \leq I(f)$.
The proof of the theorem is now complete.

EXERCISE 1.2. (a) Give an example of a vector lattice $L$ of functions on a set $X$, such that the constant function 1 does not belong to $L$, but for which there exists a sequence $\left\{h_{n}\right\}$ of nonnegative elements of $L$ satisfying $\sum h_{n}(x) \geq 1$ for all $x \in X$.
(b) Verify that the $\mu^{*}$ in the preceding proof is an outer measure on $X$ by showing that:
(1) $\mu^{*}(\emptyset)=0$.
(2) If $E$ and $F$ are subsets of $X$, with $E$ contained in $F$, then $\mu^{*}(E) \leq$ $\mu^{*}(F)$.
(3) $\mu^{*}$ is countably subadditive, i.e.,

$$
\mu^{*}\left(\cup E_{n}\right) \leq \sum \mu^{*}\left(E_{n}\right)
$$

for every sequence $\left\{E_{n}\right\}$ of subsets of $X$.
HINT: To prove the countable subadditivity, assume that each $\mu^{*}\left(E_{n}\right)$ is finite. Then, given any $\epsilon>0$, let $\left\{h_{n, i}\right\}$ be a sequence of nonnegative functions in $L$ for which $\sum_{i} h_{n, i}(x) \geq 1$ for all $x \in E_{n}$ and for which $\sum_{i} I\left(h_{n, i}\right) \leq \mu^{*}\left(E_{n}\right)+\epsilon / 2^{n}$.
EXERCISE 1.3. Let $\left\{I_{1}, I_{2}, \ldots\right\}$ be a countable collection of half-open intervals $\left(a_{j}, b_{j}\right]$, with $0<b_{1}$ and $b_{j}<a_{j+1}$ for all $j$. Let $f$ be a nonnegative element of the lattice $L$ of the preceding theorem, and set $E_{j}=f^{-1}\left(I_{j}\right)$. Show that for each $A \subseteq X$ we have

$$
\mu^{*}\left(A \cap\left(\cup E_{j}\right)\right)=\sum \mu^{*}\left(A \cap E_{j}\right)
$$

HINT: First show this, by induction, for a finite sequence $I_{1}, \ldots, I_{n}$, and then verify the general case by using the properties of the outer measure.

EXERCISE 1.4. Let $L$ be the lattice of the preceding theorem.
(a) Show that there exist sets of finite $\mu$-measure. In fact, if $f$ is a nonnegative element of $L$, show that $f^{-1}([\epsilon, \infty)$ ) has finite measure for every positive $\epsilon$.
(b) Let $f \in L$ be nonnegative. Show that there exists a sequence $\left\{f_{n}\right\}$ of bounded nonnegative elements of $L$, each of which is 0 outside some set of finite $\mu$-measure, which increases to $f$. HINT: Use Stone's axiom.
(c) Conclude that, if $I(f)=\int f d \mu$ for every $f \in L$ that is bounded, nonnegative, and 0 outside a set of finite $\mu$-measure, then $I(f)=\int f d \mu$ for every $f \in L$.

REMARK. One could imagine that all linear functionals defined on a vector lattice of functions on a set $X$ are related somehow to integration over $X$. The following exercise shows that this is not the case; that is, some extra hypotheses on the functional $I$ are needed.

EXERCISE 1.5. (a) Let $X$ be the set of positive integers, and let $L$ be the space of all functions $f$ (sequences) on $X$ for which $\lim _{n \rightarrow \infty} f(n)$ exists. Prove that $L$ is a vector lattice that satisfies Stone's axiom.
(b) Let $X$ and $L$ be as in part a, and define $I: L \rightarrow \mathbb{R}$ by $I(f)=$ $\lim _{n \rightarrow \infty} f(n)$. Prove that $I$ is a positive linear functional.
(c) Let $I$ be the positive linear functional from part b. Prove that there exists no measure $\mu$ on the set $X$ for which $I(f)=\int f d \mu$ for all $f \in L$. HINT: If there were such a measure, there would have to exist a sequence $\left\{\mu_{n}\right\}$ such that $I(f)=\sum f(n) \mu_{n}$ for all $f \in L$. Show that each $\mu_{n}$ must be 0 , and that this would lead to a contradiction.
(d) Let $X, L$, and $I$ be as in part b. Verify by giving an example that $I$ fails to satisfy the monotone convergence property of Theorem 1.1.
DEFINITION. If $\Delta$ is a Hausdorff topological space, then the smallest $\sigma$-algebra $\mathcal{B}$ of subsets of $\Delta$, which contains all the open subsets of $\Delta$, is called the $\sigma$-algebra of Borel sets. A measure which is defined on this $\sigma$-algebra, is called a Borel measure. A function $f$ from $\Delta$ into another topological space $\Delta^{\prime}$ is called a Borel function if $f^{-1}(U)$ is a Borel subset of $\Delta$ whenever $U$ is an open (Borel) subset of $\Delta^{\prime}$.
A real-valued (or complex-valued) function $f$ on $\Delta$ is said to have compact support if the closure of the set of all $x \in \Delta$ for which $f(x) \neq 0$ is compact. The set of all continuous functions having compact support on $\Delta$ is denoted by $C_{c}(\Delta)$.
A real-valued (or complex-valued) function $f$ on $\Delta$ is said to vanish at infinity if, for each $\epsilon>0$, the set of all $x \in \Delta$ for which $|f(x)| \geq \epsilon$ is compact. The set of all continuous real-valued functions vanishing at infinity on $\Delta$ is denoted here by $C_{0}(\Delta)$. Sometimes, $C_{0}(\Delta)$ denotes the complex vector space of all continuous complex-valued functions on $\Delta$ that vanish at $\infty$. Hence, the context in which this symbol occurs dictates which meaning it has.
If $\Delta$ is itself compact, then every continuous function vanishes at infinity, and we write $C(\Delta)$ for the space of all continuous real-valued (complexvalued) functions on $\Delta$. That is, if $\Delta$ is compact, then $C(\Delta)=C_{0}(\Delta)$.

EXERCISE 1.6. (a) Prove that a second countable locally compact Hausdorff space $\Delta$ is metrizable. (See Exercise 0.9.) Conclude that if $K$ is a compact subset of a second countable locally compact Hausdorff
space $\Delta$, then there exists an element $f \in C_{c}(\Delta)$ that is identically 1 on $K$.
(b) Let $\Delta$ be a locally compact Hausdorff space. Show that every element of $C_{c}(\Delta)$ is a Borel function, and hence is $\mu$-measurable for every Borel measure $\mu$ on $\Delta$.
(c) Show that, if $\Delta$ is second countable, Hausdorff, and locally compact, then the $\sigma$-algebra of Borel sets coincides with the smallest $\sigma$-algebra that contains all the compact subsets of $\Delta$.
(d) If $\Delta$ is second countable, Hausdorff, and locally compact, show that the $\sigma$-algebra $\mathcal{B}$ of Borel sets coincides with the smallest $\sigma$-algebra $\mathcal{M}$ of subsets of $\Delta$ for which each $f \in C_{c}(\Delta)$ satisfies $f^{-1}(U) \in \mathcal{M}$ whenever $U$ is open in $\mathbb{R}$.
(e) Suppose $\mu$ and $\nu$ are finite Borel measures on a second countable, locally compact, Hausdorff space $\Delta$, and assume that $\int f d \mu=\int f d \nu$ for every $f \in C_{c}(\Delta)$. Prove that $\mu=\nu$. HINT: Show that $\mu$ and $\nu$ agree on compact sets, and hence on all Borel sets.
(f) Prove that a second countable locally compact Hausdorff space $\Delta$ is $\sigma$-compact. In fact, show that $\Delta$ is the increasing union $\cup K_{n}$ of a sequence of compact subsets $\left\{K_{n}\right\}$ of $\Delta$ such that $K_{n}$ is contained in the interior of $K_{n+1}$. Note also that this implies that every closed subset $F$ of $\Delta$ is the increasing union of a sequence of compact sets.

EXERCISE 1.7. Prove Dini's Theorem: If $\Delta$ is a compact topological space and $\left\{f_{n}\right\}$ is a sequence of continuous real-valued functions on $\Delta$ that increases monotonically to a continuous function $f$, then $\left\{f_{n}\right\}$ converges uniformly to $f$ on $\Delta$.

THEOREM 1.2. Let $\Delta$ be a second countable locally compact Hausdorff space. Let I be a positive linear functional on $C_{c}(\Delta)$. Then there exists a unique Borel measure $\mu$ on $\Delta$ such that, for all $f \in C_{c}(\Delta), f$ is $\mu$ integrable and $I(f)=\int f d \mu$.
PROOF. Of course $C_{c}(\Delta)$ is a vector lattice that satisfies Stone's axiom. The given linear functional $I$ is positive, so that this theorem will follow immediately from Theorem 1.1 and Exercise 1.6 if we show that $I$ satisfies the monotone convergence property. Thus, let $\left\{f_{n}\right\}$ be a sequence of nonnegative functions in $C_{c}(\Delta)$ that increases monotonically to an element $f \in C_{c}(\Delta)$. If $K$ denotes a compact set such that $f(x)=0$ for $x \notin K$, Then $f_{n}(x)=0$ for all $x \notin K$ and for all $n$. We let $g$ be a nonnegative element of $C_{c}(\Delta)$ for which $g(x)=1$ on $K$. On the compact set $K$, the sequence $\left\{f_{n}\right\}$ is converging monotonically to the continuous function $f$, whence, by Dini's Theorem, this convergence is uniform.

Therefore, given an $\epsilon>0$, there exists an $N$ such that

$$
f(x)-f_{n}(x)=\left|f(x)-f_{n}(x)\right|<\epsilon
$$

for all $x$ if $n \geq N$. Hence $f-f_{n} \leq \epsilon g$ everywhere on $X$, whence

$$
\left|I\left(f-f_{n}\right)\right|=I\left(f-f_{n}\right) \leq I(\epsilon g)=\epsilon I(g)
$$

Therefore $I(f)=\lim I\left(f_{n}\right)$, as desired.
DEFINITION. If $f$ is a bounded real-valued function on a set $X$, we define the supremum norm or uniform norm of $f$, denoted by $\|f\|$, or $\|f\|_{\infty}$, by

$$
\|f\|=\|f\|_{\infty}=\sup _{x \in X}|f(x)| .
$$

A linear functional $\phi$ on a vector space $E$ of bounded functions is called a bounded linear functional if there exists a positive constant $M$ such that $|\phi(f)| \leq M\|f\|$ for all $f \in E$.
THEOREM 1.3. (Riesz Representation Theorem) Suppose $\Delta$ is a second countable locally compact Hausdorff space and that $I$ is a positive linear functional on $C_{0}(\Delta)$. Then there exists a unique finite Borel measure $\mu$ on $\Delta$ such that

$$
I(f)=\int f d \mu
$$

for every $f \in C_{0}(\Delta)$. Further, $I$ is a bounded linear functional on $C_{0}(\Delta)$. Indeed, $|I(f)| \leq \mu(\Delta)\|f\|_{\infty}$.
PROOF. First we show that the positive linear functional $I$ on the vector lattice $C_{0}(\Delta)$ satisfies the monotone convergence property. Thus, let $\left\{f_{n}\right\}$ be a sequence of nonnegative functions in $C_{0}(\Delta)$, which increases to an element $f$, and let $\epsilon>0$ be given. Choose a compact subset $K \subseteq \Delta$ such that $f(x) \leq \epsilon^{2}$ if $x \notin K$, and let $g \in C_{0}(\Delta)$ be nonnegative and such that $g=1$ on $K$. Again, by Dini's Theorem, there exists an $N$ such that

$$
\left|f(x)-f_{n}(x)\right| \leq \epsilon /(1+I(g))
$$

for all $x \in K$ and all $n \geq N$. For $x \notin K$, we have:

$$
\begin{aligned}
\left|f(x)-f_{n}(x)\right| & =f(x)-f_{n}(x) \\
& \leq f(x) \\
& =(\sqrt{f(x)})^{2} \\
& \leq \epsilon \sqrt{f(x)}
\end{aligned}
$$

so that, for all $x \in \Delta$ and all $n \geq N$, we have

$$
\left|f(x)-f_{n}(x)\right| \leq(\epsilon /(1+I(g))) g(x)+\epsilon \sqrt{f(x)} .
$$

Therefore,

$$
\left|I(f)-I\left(f_{n}\right)\right|=I\left(f-f_{n}\right) \leq \epsilon(1+I(\sqrt{f})) .
$$

This proves that $I(f)=\lim I\left(f_{n}\right)$, as desired.
Using Theorem 1.1 and Exercise 1.6, let $\mu$ be the unique Borel measure on $\Delta$ for which $I(f)=\int f d \mu$ for every $f \in C_{0}(\Delta)$. We show next that there exists a positive constant $M$ such that $|I(f)| \leq M\|f\|_{\infty}$ for each $f \in C_{0}(\Delta)$; i.e., that $I$ is a bounded linear functional on $C_{0}(\Delta)$. If there were no such $M$, there would exist a sequence $\left\{f_{n}\right\}$ of nonnegative elements of $C_{0}(\Delta)$ such that $\left\|f_{n}\right\|_{\infty}=1$ and $I\left(f_{n}\right) \geq 2^{n}$ for all $n$. Then, defining $f_{0}=\sum_{n} f_{n} / 2^{n}$, we have that $f_{0} \in C_{0}(\Delta)$. (Use the Weierstrass $M$-test.) On the other hand, since $I$ is a positive linear functional, we see that

$$
I\left(f_{0}\right) \geq \sum_{n=1}^{N} I\left(f_{n} / 2^{n}\right) \geq N
$$

for all $N$, which is a contradiction. Therefore, $I$ is a bounded linear functional, and we let $M$ be a fixed positive constant satisfying $|I(f)| \leq$ $M\|f\|_{\infty}$ for all $f \in C_{0}(\Delta)$.
Observe next that if $K$ is a compact subset of $\Delta$, then there exists a nonnegative function $f \in C_{0}(\Delta)$ that is identically 1 on $K$ and $\leq 1$ everywhere on $\Delta$. Therefore,

$$
\mu(K) \leq \int f d \mu=I(f) \leq M\|f\|_{\infty}=M .
$$

Because $\Delta$ is second countable and locally compact, it is $\sigma$-compact, i.e., the increasing union $\cup K_{n}$ of a sequence of compact sets $\left\{K_{n}\right\}$. Hence, $\mu(\Delta)=\lim \mu\left(K_{n}\right) \leq M$, showing that $\mu$ is a finite measure. Then, $|I(f)|=\left|\int f d \mu\right| \leq \mu(\Delta)\|f\|_{\infty}$, and this completes the proof.
THEOREM 1.4. Let $\Delta$ be a second countable locally compact Hausdorff space, and let $\phi$ be a bounded linear functional on $C_{0}(\Delta)$. That is, suppose there exists a positive constant $M$ for which $|\phi(f)| \leq M\|f\|_{\infty}$ for all $f \in C_{0}(\Delta)$. Then $\phi$ is the difference $\phi_{1}-\phi_{2}$ of two positive linear functionals $\phi_{1}$ and $\phi_{2}$, whence there exists a unique finite signed Borel measure $\mu$ such that $\phi(f)=\int f d \mu$ for all $f \in C_{0}(\Delta)$.

PROOF. For $f$ a nonnegative element in $C_{0}(\Delta)$, define $\phi_{1}(f)$ by

$$
\phi_{1}(f)=\sup _{g} \phi(g)
$$

where the supremum is taken over all nonnegative functions $g \in C_{0}(\Delta)$ for which $0 \leq g(x) \leq f(x)$ for all $x$. Define $\phi_{1}(f)$, for an arbitrary element $f \in C_{0}(\Delta)$, by $\phi_{1}(f)=\phi_{1}\left(f_{+}\right)-\phi_{1}\left(f_{-}\right)$, where $f_{+}=\max (f, 0)$ and $f_{-}=-\min (f, 0)$. It follows from Exercise 1.8 below that $\phi_{1}$ is welldefined and is a linear functional on $C_{0}(\Delta)$. Since the 0 function is one of the $g$ 's over which we take the supremum when evaluating $\phi_{1}(f)$ for $f$ a nonnegative function, we see that $\phi_{1}$ is a positive linear functional. We define $\phi_{2}$ to be the difference $\phi_{1}-\phi$. Clearly, since $f$ itself is one of the $g$ 's over which we take the supremum when evaluating $\phi_{1}(f)$ for $f$ a nonnegative function, we see that $\phi_{2}$ also is a positive linear functional, so that the existence of a signed measure $\mu$ satisfying $\phi(f)=\phi_{1}(f)-$ $\phi_{2}(f)=\int f d \mu$ follows from the Riesz Representation Theorem. The uniqueness of $\mu$ is a consequence of the Hahn decomposition theorem.

EXERCISE 1.8. Let $L$ be a vector lattice of bounded functions on a set $\Delta$, and let $\phi$ be a bounded linear functional on $L$. That is, suppose that $M$ is a positive constant for which $|\phi(f)| \leq M\|f\|_{\infty}$ for all $f \in L$. For each nonnegative $f \in L$ define, in analogy with the preceding proof,

$$
\phi_{1}(f)=\sup _{g} \phi(g)
$$

where the supremum is taken over all $g \in L$ for which $0 \leq g(x) \leq f(x)$ for all $x \in \Delta$.
(a) If $f$ is a nonnegative element of $L$, show that $\phi_{1}(f)$ is a finite real number.
(b) If $f$ and $f^{\prime}$ are two nonnegative functions in $L$, show that $\phi_{1}\left(f+f^{\prime}\right)=$ $\phi_{1}(f)+\phi_{1}\left(f^{\prime}\right)$.
(c) For each real-valued $f=f_{+}-f_{-} \in L$, define $\phi_{1}(f)=\phi_{1}\left(f_{+}\right)-$ $\phi_{1}\left(f_{-}\right)$. Suppose $g$ and $h$ are nonnegative elements of $L$ and that $f=$ $g-h$. Prove that $\phi_{1}(f)=\phi_{1}(g)-\phi_{1}(h)$ HINT: $f_{+}+h=g+f_{-}$.
(d) Prove that $\phi_{1}$, as defined in part $c$, is a positive linear functional on $L$.

EXERCISE 1.9. Let $\Delta$ be a locally compact, second countable, Hausdorff space, and let $U_{1}, U_{2}, \ldots$ be a countable basis for the topology on $\Delta$ for which the closure $\overline{U_{n}}$ of $U_{n}$ is compact for every $n$. Let $C$ be the set of all pairs $(n, m)$ for which $\overline{U_{n}} \subseteq U_{m}$, and for each $(n, m) \in C$ let
$f_{n, m}$ be a continuous function from $\Delta$ into $[0,1]$ that is 1 on $\overline{U_{n}}$ and 0 on the complement $\widetilde{U_{m}}$ of $U_{m}$.
(a) Show that each $f_{n, m}$ belongs to $C_{0}(\Delta)$ and that the set of $f_{n, m}$ 's separate the points of $\Delta$.
(b) Let $A$ be the smallest algebra of functions containing all the $f_{n, m}$ 's. Show that $A$ is uniformly dense in $C_{0}(\Delta)$. HINT: Use the Stone-Weierstrass Theorem.
(c) Prove that there exists a countable subset $D$ of $C_{0}(\Delta)$ such that every element of $C_{0}(\Delta)$ is the uniform limit of a sequence of elements of $D$. (That is, $C_{0}(\Delta)$ is a separable metric space with respect to the metric $d$ given by $d(f, g)=\|f-g\|_{\infty}$.)

EXERCISE 1.10. (a) Define $I$ on $C_{c}(\mathbb{R})$ by $I(f)=\int f(x) d x$. Show that $I$ is a positive linear functional which is not a bounded linear functional.
(b) Show that there is no way to extend the positive linear functional $I$ of part a to all of $C_{0}(\mathbb{R})$ so that the extension is still a positive linear functional.

EXERCISE 1.11. Let $X$ be a complex vector space, and let $f$ be a complex linear functional on $X$. Write $f(x)=u(x)+i v(x)$, where $u(x)$ and $v(x)$ are the real and imaginary parts of $f(x)$.
(a) Show that $u$ and $v$ are real linear functionals on the real vector space $X$.
(b) Show that $u(i x)=-v(x)$, and $v(i x)=u(x)$. Conclude that a complex linear functional is completely determined by its real part.
(c) Suppose $a$ is a real linear functional on the complex vector space $X$. Define $g(x)=a(x)-i a(i x)$. Prove that $g$ is a complex linear functional on $X$.

DEFINITION. Let $S$ be a set and let $\mathcal{B}$ be a $\sigma$-algebra of subsets of $S$. By a finite complex measure on $\mathcal{B}$ we mean a mapping $\mu: \mathcal{B} \rightarrow \mathbb{C}$ that satisfies:
(1) $\mu(\emptyset)=0$.
(2) If $\left\{E_{n}\right\}$ is a sequence of pairwise disjoint elements of $\mathcal{B}$, then the series $\sum \mu\left(E_{n}\right)$ is absolutely summable, and

$$
\mu\left(\cup E_{n}\right)=\sum \mu\left(E_{n}\right)
$$

EXERCISE 1.12. Let $\mu$ be a finite complex measure on a $\sigma$-algebra $\mathcal{B}$ of subsets of a set $S$.
(a) Show that there exists a constant $M$ such that $|\mu(E)| \leq M$ for all $E \in \mathcal{B}$.
(b) Write the complex-valued function $\mu$ on $\mathcal{B}$ as $\mu_{1}+i \mu_{2}$, where $\mu_{1}$ and $\mu_{2}$ are real-valued functions. Show that both $\mu_{1}$ and $\mu_{2}$ are finite signed measures on $\mathcal{B}$. Show also that $\bar{\mu}=\mu_{1}-i \mu_{2}$ is a finite complex measure on $\mathcal{B}$.
(c) Let $X$ denote the complex vector space of all bounded complexvalued $\mathcal{B}$-measurable functions on $S$. If $f \in X$, define

$$
\int f d \mu=\int f d \mu_{1}+i \int f d \mu_{2}
$$

Prove that the assignment $f \rightarrow \int f d \mu$ is a linear functional on $X$ and that there exists a constant $M$ such that

$$
\left|\int f d \mu\right| \leq M\|f\|_{\infty}
$$

for all $f \in X$.
(d) Show that

$$
\int f d \bar{\mu}=\overline{\int \bar{f} d \mu}
$$

HINT: Write $\mu=\mu_{1}+i \mu_{2}$ and $f=u+i v$.
THEOREM 1.5. (Riesz Representation Theorem, Complex Version) Let $\Delta$ be a second countable locally compact Hausdorff space, and denote now by $C_{0}(\Delta)$ the complex vector space of all continuous complexvalued functions on $\Delta$ that vanish at infinity. Suppose $\phi$ is a linear functional on $C_{0}(\Delta)$ into the field $\mathbb{C}$, and assume that $\phi$ is a bounded linear functional, i.e., that there exists a positive constant $M$ such that $|\phi(f)| \leq M\|f\|_{\infty}$ for all $f \in C_{0}(\Delta)$. Then there exists a unique finite complex Borel measure $\mu$ on $\Delta$ such that $\phi(f)=\int f d \mu$ for all $f \in C_{0}(\Delta)$. See the preceding exercise.

EXERCISE 1.13. (a) Prove Theorem 1.5. HINT: Write $\phi$ in terms of its real and imaginary parts $\psi$ and $\eta$. Show that each of these is a bounded real-valued linear functional on the real vector space $C_{0}(\Delta)$ of all real-valued continuous functions on $\Delta$ that vanish at infinity, and that

$$
\psi(f)=\int f d \mu_{1}
$$

and

$$
\eta(f)=\int f d \mu_{2}
$$

for all real-valued $f \in C_{0}(\Delta)$. Then show that

$$
\phi(f)=\int f d \mu
$$

where $\mu=\mu_{1}+i \mu_{2}$.
(b) Let $\Delta$ be a second countable, locally compact Hausdorff space, and let $C_{0}(\Delta)$ denote the space of continuous complex-valued functions on $\Delta$ that vanish at infinity. Prove that there is a $1-1$ correspondence between the set of all finite complex Borel measures on $\Delta$ and the set of all bounded linear functionals on $C_{0}(\Delta)$.

REMARK. The hypothesis of second countability may be removed from the Riesz Representation Theorem. However, the notion of measurability must be reformulated. Indeed, the $\sigma$-algebra on which the measure is defined is, from Theorem 1.1, the smallest $\sigma$-algebra for which each element $f \in C_{c}(\Delta)$ is a measurable function. One can show that this $\sigma$-algebra is the smallest $\sigma$-algebra containing the compact $G_{\delta}$ sets. This $\sigma$-algebra is called the $\sigma$-algebra of Baire sets, and a measure defined on this $\sigma$-algebra is called a Baire measure. One can prove versions of Theorems 1.2-1.5, for an arbitrary locally compact Hausdorff space $\Delta$, almost verbatim, only replacing the word "Borel" by the word "Baire."

## CHAPTER II

THE HAHN-BANACH EXTENSION THEOREMS AND EXISTENCE OF LINEAR FUNCTIONALS

In this chapter we deal with the problem of extending a linear functional on a subspace $Y$ to a linear functional on the whole space $X$. The quite abstract results that the Hahn-Banach Theorem comprises (Theorems $2.1,2.2,2.3$, and 2.6 ) are, however, of significant importance in analysis, for they provide existence proofs. Applications are made already in this chapter to deduce the existence of remarkable mathematical objects known as Banach limits and translation-invariant measures. One may wish to postpone these applications as well as Theorems 2.4 and 2.5 to a later time. However, the set of exercises concerning convergence of nets should not be omitted, for they will be needed later on.
Let $X$ be a real vector space and let $B=\left\{x_{\alpha}\right\}$, for $\alpha$ in an index set $\mathcal{A}$, be a basis for $X$. Given any set $\left\{t_{\alpha}\right\}$ of real numbers, also indexed by $\mathcal{A}$, we may define a linear transformation $\phi: X \rightarrow \mathbb{R}$ by

$$
\phi(x)=\phi\left(\sum c_{\alpha} x_{\alpha}\right)=\sum c_{\alpha} t_{\alpha}
$$

where $x=\sum c_{\alpha} x_{\alpha}$. Note that the sums above are really finite sums, since only finitely many of the coefficients $c_{\alpha}$ are nonzero for any given $x$. This $\phi$ is a linear functional.

EXERCISE 2.1. Prove that if $x$ and $y$ are distinct vectors in a real vector space $X$, then there exists a linear functional $\phi$ such that $\phi(x) \neq$ $\phi(y)$. That is, there exist enough linear functionals on $X$ to separate points.

More interesting than the result of the previous exercise is whether there exist linear functionals with some additional properties such as positivity, continuity, or multiplicativity. As we proceed, we will make precise what these additional properties should mean. We begin, motivated by the Riesz representation theorems of the preceding chapter, by studying the existence of positive linear functionals. See Theorem 2.1 below. To do this, we must first make sense of the notion of positivity in a general vector space.

DEFINITION. Let $X$ be a real vector space. By a cone or positive cone in $X$ we shall mean a subset $P$ of $X$ satisfying
(1) If $x$ and $y$ are in $P$, then $x+y$ is in $P$.
(2) If $x$ is in $P$ and $t$ is a positive real number, then $t x$ is in $P$.

Given vectors $x_{1}, x_{2} \in X$, we say that $x_{1} \geq x_{2}$ if $x_{1}-x_{2} \in P$.
Given a positive cone $P \subseteq X$, we say that a linear functional $f$ on $X$ is positive, if $f(x) \geq 0$ whenever $x \in P$.

EXERCISE 2.2. (a) Prove that the set of nonnegative functions in a vector space of real-valued functions forms a cone.
(b) Show that the set of nonpositive functions in a vector space of realvalued functions forms a cone.
(c) Let $P$ be the set of points $(x, y, z)$ in $\mathbb{R}^{3}$ for which $x>\sqrt{y^{2}+z^{2}}$. Prove that $P$ is a cone in the vector space $\mathbb{R}^{3}$.
(d) Let $X$ be the vector space $\mathbb{R}^{2}$, and let $P$ be the positive cone in $X$ comprising the points $(x, y)$ for $x \geq 0$ and $y \geq 0$. Suppose $Y$ is the subspace of $X$ comprising the points $(t, t)$ for $t$ real. Show that every linear functional on $Y$ is a positive linear functional. Show also that there exists a linear functional $f$ on $Y$ for which no extension $g$ of $f$ to all of $X$ is a positive linear functional.

THEOREM 2.1. (Hahn-Banach Theorem, Positive Cone Version) Let $P$ be a cone in a real vector space $X$, and let $Y$ be a subspace of $X$ having the property that for each $x \in X$ there exists a $y \in Y$ such that $y \geq x$; i.e., $y-x \in P$. Suppose $f$ is a positive linear functional on $Y$, i.e., $f(y) \geq 0$ if $y \in P \cap Y$. Then there exists a linear functional $g$ on $X$ such that
(1) For each $y \in Y, g(y)=f(y)$; i.e., $g$ is an extension of $f$.
(2) $g(x) \geq 0$ if $x \in P$; i.e., $g$ is a positive linear functional on $X$.

PROOF. Applying the hypotheses both to $x$ and to $-x$, we see that: Given $x \in X$, there exists a $y \in Y$ such that $y-x \in P$, and there exists a $y^{\prime} \in Y$ such that $y^{\prime}-(-x)=y^{\prime}+x \in P$. We will use the existence of these elements of $Y$ later on.
Let $S$ be the set of all pairs $(Z, h)$, where $Z$ is a subspace of $X$ that contains $Y$, and where $h$ is a positive linear functional on $Z$ that is an extension of $f$. Since the pair $(Y, f)$ is clearly an element of $S$, we have that $S$ is nonempty.
Introduce a partial ordering on $S$ by setting

$$
(Z, h) \leq\left(Z^{\prime}, h^{\prime}\right)
$$

if $Z$ is a subspace of $Z^{\prime}$ and $h^{\prime}$ is an extension of $h$, that is $h^{\prime}(z)=h(z)$ for all $z \in Z$. By the Hausdorff maximality principle, let $\left\{\left(Z_{\alpha}, h_{\alpha}\right)\right\}$ be a maximal linearly ordered subset of $S$. Clearly, $Z=\cup Z_{\alpha}$ is a subspace of $X$. Also, if $z \in Z$, then $z \in Z_{\alpha}$ for some $\alpha$. Observe that if $z \in Z_{\alpha}$ and $z \in Z_{\beta}$, then, without loss of generality, we may assume that $\left(Z_{\alpha}, h_{\alpha}\right) \leq$ $\left(Z_{\beta}, h_{\beta}\right)$. Therefore, $h_{\alpha}(z)=h_{\beta}(z)$, so that we may uniquely define a number $h(z)=h_{\alpha}(z)$, whenever $z \in Z_{\alpha}$.

We claim that the function $h$ defined above is a linear functional on the subspace $Z$. Thus, let $z$ and $w$ be elements of $Z$. Then $z \in Z_{\alpha}$ and $w \in Z_{\beta}$ for some $\alpha$ and $\beta$. Since the set $\left\{\left(Z_{\gamma}, h_{\gamma}\right)\right\}$ is linearly ordered, we may assume, again without loss of generality, that $Z_{\alpha} \subseteq Z_{\beta}$, whence both $z$ and $w$ are in $Z_{\beta}$. Therefore,

$$
h(t z+s w)=h_{\beta}(t z+s w)=t h_{\beta}(z)+s h_{\beta}(w)=t h(z)+s h(w)
$$

showing that $h$ is a linear functional.
Note that, if $y \in Y$, then $h(y)=f(y)$, so that $h$ is an extension of $f$. Also, if $z \in Z \cap P$, then $z \in Z_{\alpha} \cap P$ for some $\alpha$, whence

$$
h(z)=h_{\alpha}(z) \geq 0
$$

showing that $h$ is a positive linear functional on $Z$.
We prove next that $Z$ is all of $X$, and this will complete the proof of the theorem. Suppose not, and let $v$ be an element of $X$ which is not in $Z$. We will derive a contradiction to the maximality of the linearly ordered subset $\left\{\left(Z_{\alpha}, h_{\alpha}\right)\right\}$ of the partially ordered set $S$. Let $Z^{\prime}$ be the set of all vectors in $X$ of the form $z+t v$, where $z \in Z$ and $t \in \mathbb{R}$. Then $Z^{\prime}$ is a subspace of $X$ which properly contains $Z$.
Let $Z_{1}$ be the set of all $z \in Z$ for which $z-v \in P$, and let $Z_{2}$ be the set of all $z^{\prime} \in Z$ for which $z^{\prime}+v \in P$. We have seen that both $Z_{1}$ and $Z_{2}$ are nonempty. We make the following observation. If $z \in Z_{1}$ and $z^{\prime} \in Z_{2}$, then $h\left(z^{\prime}\right) \geq-h(z)$. Indeed, $z+z^{\prime}=z-v+z^{\prime}+v \in P$. So,

$$
h\left(z+z^{\prime}\right)=h(z)+h\left(z^{\prime}\right) \geq 0
$$

and $h\left(z^{\prime}\right) \geq-h(z)$, as claimed. Hence, we see that the set $B$ of numbers $\left\{h\left(z^{\prime}\right)\right\}$ for which $z^{\prime} \in Z_{2}$ is bounded below. In fact, any number of the form $-h(z)$ for $z \in Z_{1}$ is a lower bound for $B$. We write $b=\inf B$. Similarly, the set $A$ of numbers $\{-h(z)\}$ for which $z \in Z_{1}$ is bounded above, and we write $a=\sup A$. Moreover, we see that $a \leq b$. Note that if $z \in Z_{1}$, then $h(z) \geq-a$.
Choose any $c$ for which $a \leq c \leq b$, and define $h^{\prime}$ on $Z^{\prime}$ by

$$
h^{\prime}(z+t v)=h(z)-t c
$$

Clearly, $h^{\prime}$ is a linear functional on $Z^{\prime}$ that extends $h$ and hence extends $f$. Let us show that $h^{\prime}$ is a positive linear functional on $Z^{\prime}$. On the one hand, if $z+t v \in P$, and if $t>0$, then $z / t \in Z_{2}$, and

$$
h^{\prime}(z+t v)=t h^{\prime}((z / t)+v)=t(h(z / t)-c) \geq t(b-c) \geq 0
$$

On the other hand, if $t<0$ and $z+t v=|t|((z /|t|)-v) \in P$, then $z /(-t)=z /|t| \in Z_{1}$, and

$$
h^{\prime}(z+t v)=|t| h^{\prime}((z /(-t))-v)=|t|(h(z /(-t))+c) \geq|t|(c-a) \geq 0 .
$$

Hence, $h^{\prime}$ is a positive linear functional, and therefore $\left(Z^{\prime}, h^{\prime}\right) \in S$. But since $(Z, h) \leq\left(Z^{\prime}, h^{\prime}\right)$, it follows that the set $\left\{\left(Z_{\alpha}, h_{\alpha}\right)\right\}$ together with $\left(Z^{\prime}, h^{\prime}\right)$ constitutes a strictly larger linearly ordered subset of $S$, which is a contradiction. Therefore, $Z$ is all of $X, h$ is the desired extension $g$ of $f$, and the proof is complete.

REMARK. The impact of the Hahn-Banach Theorem is the existence of linear functionals having specified properties. The above version guarantees the existence of many positive linear functionals on a real vector space $X$, in which there is defined a positive cone. All we need do is find a subspace $Y$, satisfying the condition in the theorem, and then any positive linear functional on $Y$ has a positive extension to all of $X$.

EXERCISE 2.3. (a) Verify the details showing that the ordering $\leq$ introduced on the set $S$ in the preceding proof is in fact a partial ordering. (b) Verify that the function $h^{\prime}$ defined in the preceding proof is a linear functional on $Z^{\prime}$.
(c) Suppose $\phi$ is a linear functional on the subspace $Z^{\prime}$ of the above proof. Show that, if $\phi$ is an extension of $h$ and is a positive linear functional on $Z^{\prime}$, then the number $-\phi(v)$ must be between the numbers $a$ and $b$ of the preceding proof.
EXERCISE 2.4. Let $X$ be a vector space of bounded real-valued functions on a set $S$. Let $P$ be the cone of nonnegative functions in $X$. Show that any subspace $Y$ of $X$ that contains the constant functions satisfies the hypothesis of Theorem 2.1.

We now investigate linear functionals that are, in some sense, bounded.
DEFINITION. By a seminorm on a real vector space $X$, we shall mean a real-valued function $\rho$ on $X$ that satisfies:
(1) $\rho(x) \geq 0$ for all $x \in X$,
(2) $\rho(x+y) \leq \rho(x)+\rho(y)$, for all $x, y \in X$, and
(3) $\rho(t x)=|t| \rho(x)$, for all $x \in X$ and all $t$.

If, in addition, $\rho$ satisfies $\rho(x)=0$ if and only if $x=0$, then $\rho$ is called a norm, and $\rho(x)$ is frequently denoted by $\|x\|$ or $\|x\|_{\rho}$. If $X$ is a vector space on which a norm is defined, then $X$ is called a normed linear space.

A weaker notion than that of a seminorm is that of a subadditive functional, which is the same as a seminorm except that we drop the nonnegativity condition (condition (1)) and weaken the homogeneity in condition (3). That is, a real-valued function $\rho$ on a real vector space $X$ is called a subadditive functional if:
(1) $\rho(x+y) \leq \rho(x)+\rho(y)$ for all $x, y \in X$, and
(2) $\rho(t x)=t \rho(x)$ for all $x \in X$ and $t \geq 0$.

EXERCISE 2.5. Determine whether or not the following are seminorms (subadditive functionals, norms) on the specified vector spaces.
(a) $X=L^{p}(\mathbb{R}), \rho(f)=\|f\|_{p}=\left(\int|f|^{p}\right)^{1 / p}$, for $1 \leq p<\infty$.
(b) $X$ any vector space, $\rho(x)=|f(x)|$, where $f$ is a linear functional on $X$.
(c) $X$ any vector space, $\rho(x)=\sup _{\nu}\left|f_{\nu}(x)\right|$, where $\left\{f_{\nu}\right\}$ is a collection of linear functionals on $X$.
(d) $X=C_{0}(\Delta), \rho(f)=\|f\|_{\infty}$, where $\Delta$ is a locally compact Hausdorff topological space.
(e) $X$ is the vector space of all infinitely differentiable functions on $\mathbb{R}$, $n, m, k$ are nonnegative integers, and

$$
\rho(f)=\sup _{|x| \leq N} \sup _{0 \leq j \leq k} \sup _{0 \leq m \leq M}\left|x^{m} f^{(j)}(x)\right| .
$$

(f) $X$ is the set of all bounded real-valued functions on a set $S$, and $\rho(f)=\sup f(x)$.
(g) $X$ is the space $l^{\infty}$ of all bounded, real-valued sequences $\left\{a_{1}, a_{2}, \ldots\right\}$, and

$$
\rho\left(\left\{a_{n}\right\}\right)=\limsup a_{n} .
$$

REMARK. Theorem 2.2 below is perhaps the most familiar version of the Hahn-Banach theorem. So, although it can be derived as a consequence of Theorem 2.1 and is in fact equivalent to that theorem (see parts d and e of Exercise 2.6), we give here an independent proof.

THEOREM 2.2. (Hahn-Banach Theorem, Seminorm Version) Let $\rho$ be a seminorm on a real vector space $X$. Let $Y$ be a subspace of $X$, let $f$ be a linear functional on $Y$, and assume that

$$
f(y) \leq \rho(y)
$$

for all $y \in Y$. Then there exists a linear functional $g$ on $X$, which is an extension of $f$ and which satisfies

$$
g(x) \leq \rho(x)
$$

for all $x \in X$.
PROOF. By analogy with the proof of Theorem 2.1, we let $S$ be the set of all pairs $(Z, h)$, where $Z$ is a subspace of $X$ containing $Y, h$ is a linear functional on $Z$ that extends $f$, and $h(z) \leq \rho(z)$ for all $z \in Z$. We give to $S$ the same partial ordering as in the preceding proof. By the Hausdorff maximality principle, let $\left\{\left(Z_{\alpha}, h_{\alpha}\right)\right\}$ be a maximal linearly ordered subset of $S$. As before, we define $Z=\cup Z_{\alpha}$, and $h$ on $Z$ by $h(z)=h_{\alpha}(z)$ whenever $z \in Z_{\alpha}$. It follows as before that $h$ is a linear functional on $Z$, that extends $f$, for which $h(z) \leq \rho(z)$ for all $z \in Z$, so that the proof will be complete if we show that $Z=X$.
Suppose that $Z \neq X$, and let $v$ be a vector in $X$ which is not in $Z$. Define $Z^{\prime}$ to be the set of all vectors of the form $z+t v$, for $z \in Z$ and $t \in \mathbb{R}$. We observe that for any $z$ and $z^{\prime}$ in $Z$,

$$
h(z)+h\left(z^{\prime}\right)=h\left(z+z^{\prime}\right) \leq \rho\left(z+v+z^{\prime}-v\right) \leq \rho(z+v)+\rho\left(z^{\prime}-v\right),
$$

or that

$$
h\left(z^{\prime}\right)-\rho\left(z^{\prime}-v\right) \leq \rho(z+v)-h(z) .
$$

Let $A$ be the set of numbers $\left\{h\left(z^{\prime}\right)-\rho\left(z^{\prime}-v\right)\right\}$ for $z^{\prime} \in Z$, and put $a=\sup A$. Let $B$ be the numbers $\{\rho(z+v)-h(z)\}$ for $z \in Z$, and put $b=\inf B$. It follows from the calculation above that $a \leq b$. Choose $c$ to be any number for which $a \leq c \leq b$, and define $h^{\prime}$ on $Z^{\prime}$ by

$$
h^{\prime}(z+t v)=h(z)+t c
$$

Obviously $h^{\prime}$ is linear and extends $f$. If $t>0$, then

$$
\begin{aligned}
h^{\prime}(z+t v) & =t(h(z / t)+c) \\
& \leq t(h(z / t)+b) \\
& \leq t(h(z / t)+\rho((z / t)+v)-h(z / t)) \\
& =t \rho((z / t)+v) \\
& =\rho(z+t v)
\end{aligned}
$$

And, if $t<0$, then

$$
\begin{aligned}
h^{\prime}(z+t v) & =|t|(h(z /|t|)-c) \\
& \leq|t|(h(z /|t|)-a) \\
& \leq|t|(h(z /|t|)-h(z /|t|)+\rho((z /|t|)-v)) \\
& =|t| \rho((z /|t|)-v) \\
& =\rho(z+t v)
\end{aligned}
$$

which proves that $h^{\prime}(z+t v) \leq \rho(z+t v)$ for all $z+t v \in Z^{\prime}$.
Hence, $\left(Z^{\prime}, h^{\prime}\right) \in S,(Z, h) \leq\left(Z^{\prime}, h^{\prime}\right)$, and the maximality of the linearly ordered set $\left\{\left(Z_{\alpha}, h_{\alpha}\right)\right\}$ is contradicted. This completes the proof.
THEOREM 2.3. (Hahn-Banach Theorem, Norm Version) Let $Y$ be a subspace of a real normed linear space $X$, and suppose that $f$ is a linear functional on $Y$ for which there exists a positive constant $M$ satisfying $|f(y)| \leq M\|y\|$ for all $y \in Y$. Then there exists an extension of $f$ to a linear functional $g$ on $X$ satisfying $|g(x)| \leq M\|x\|$ for all $x \in X$.

EXERCISE 2.6. (a) Prove the preceding theorem.
(b) Let the notation be as in the proof of Theorem 2.2. Suppose $\phi$ is a linear functional on $Z^{\prime}$ that extends the linear functional $h$ and for which $\phi\left(z^{\prime}\right) \leq \rho\left(z^{\prime}\right)$ for all $z^{\prime} \in Z^{\prime}$. Prove that $\phi(v)$ must satisfy $a \leq \phi(v) \leq b$. (c) Show that Theorem 2.2 holds if the seminorm $\rho$ is replaced by the weaker notion of a subadditive functional.
(d) Derive Theorem 2.2 as a consequence of Theorem 2.1. HINT: Let $X^{\prime}=X \oplus \mathbb{R}$, Define $P$ to be the set of all $(x, t) \in X^{\prime}$ for which $\rho(x) \leq t$, let $Y^{\prime}=Y \oplus \mathbb{R}$, and define $f^{\prime}$ on $Y^{\prime}$ by $f^{\prime}(y, t)=t-f(y)$. Now apply Theorem 2.1.
(e) Derive Theorem 2.1 as a consequence of Theorem 2.2. HINT: Define $\rho$ on $X$ by $\rho(x)=\inf f(y)$, where the infimum is taken over all $y \in Y$ for which $y-x \in P$. Show that $\rho$ is a subadditive functional, and then apply part c.
We devote the next few exercises to developing the notion of convergence of nets. This topological concept is of great use in functional analysis. The reader should notice how crucial the axiom of choice is in these exercises. Indeed, the Tychonoff theorem (Exercise 2.11) is known to be equivalent to the axiom of choice.

DEFINITION. A directed set is a nonempty set $D$, on which there is defined a transitive and reflexive partial ordering $\leq$, satisfying the following condition: If $\alpha, \beta \in D$, then there exists an element $\gamma \in D$ such that $\alpha \leq \gamma$ and $\beta \leq \gamma$. That is, every pair of elements of $D$ has an upper bound.
If $C$ and $D$ are two directed sets, and $h$ is a mapping from $C$ into $D$, then $h$ is called order-preserving if $c_{1} \leq c_{2}$ implies that $h\left(c_{1}\right) \leq h\left(c_{2}\right)$. An order-preserving map $h$ of $C$ into $D$ is called cofinal if for each $\alpha \in D$ there exists a $\beta \in C$ such that $\alpha \leq h(\beta)$.
A net in a set $X$ is a function $f$ from a directed set $D$ into $X$. A net $f$ in $X$ is frequently denoted, in analogy with a sequence, by $\left\{x_{\alpha}\right\}$, where $x_{\alpha}=f(\alpha)$.

If $\left\{x_{\alpha}\right\}$ denotes a net in a set $X$, then a subnet of $\left\{x_{\alpha}\right\}$ is determined by an order-preserving cofinal function $h$ from a directed set $C$ into $D$, and is the net $g$ defined on $C$ by $g(\beta)=x_{h(\beta)}$. The values $h(\beta)$ of the function $h$ are ordinarily denoted by $h(\beta)=\alpha_{\beta}$, whence the subnet $g$ takes the notation $g(\beta)=x_{\alpha_{\beta}}$.
A net $\left\{x_{\alpha}\right\}, \alpha \in D$, in a topological space $X$ is said to converge to an element $x \in X$, and we write $x=\lim _{\alpha} x_{\alpha}$, if For each open set $U$ containing $x$, there exists an $\alpha \in D$ such that $x_{\alpha^{\prime}} \in U$ whenever $\alpha \leq \alpha^{\prime}$.

EXERCISE 2.7. (a) Show that any linearly ordered set is a directed set.
(b) Let $S$ be a set and let $D$ be the set of all finite subsets $F$ of $S$. Show that $D$ is a directed set if the partial ordering on $D$ is given by $F_{1} \leq F_{2}$ if and only if $F_{1} \subseteq F_{2}$.
(c) Let $x$ be a point in a topological space $X$, and let $D$ be the partiallyordered set of all neighborhoods of $x$ with the ordering $U \leq V$ if and only if $V \subseteq U$. Prove that $D$ is a directed set.
(d) Let $D$ and $D^{\prime}$ be directed sets. Show that $D \times D^{\prime}$ is a directed set, where the ordering is given by $\left(\alpha, \alpha^{\prime}\right) \leq\left(\beta, \beta^{\prime}\right)$ if and only if $\alpha \leq \alpha^{\prime}$ and $\beta \leq \beta^{\prime}$.
(e) Verify that every sequence is a net.
(f) Let $\left\{x_{n}\right\}$ be a sequence. Show that there exist subnets of the net $\left\{x_{n}\right\}$ which are not subsequences.

EXERCISE 2.8. (a) (Uniqueness of Limits) Let $\left\{x_{\alpha}\right\}$ be a net in a Hausdorff topological space $X$. Suppose $x=\lim x_{\alpha}$ and $y=\lim x_{\alpha}$. Show that $x=y$.
(b) Suppose $\left\{x_{\alpha}\right\}$ and $\left\{y_{\alpha}\right\}$ are nets (defined on the same directed set $D)$ in $\mathbb{C}$, and assume that $x=\lim x_{\alpha}$ and $y=\lim y_{\alpha}$. Prove that

$$
\begin{gathered}
x+y=\lim \left(x_{\alpha}+y_{\alpha}\right) \\
x y=\lim \left(x_{\alpha} y_{\alpha}\right)
\end{gathered}
$$

and that if $a \leq x_{\alpha} \leq b$ for all $\alpha$, then

$$
a \leq x \leq b
$$

(c) Prove that if a net $\left\{x_{\alpha}\right\}$ converges to an element $x$ in a topological space $X$, then every subnet $\left\{x_{\alpha_{\beta}}\right\}$ of $\left\{x_{\alpha}\right\}$ also converges to $x$.
(d) Prove that a net $\left\{x_{\alpha}\right\}$ in a topological space $X$ converges to an element $x \in X$ if and only if every subnet $\left\{x_{\alpha_{\beta}}\right\}$ of $\left\{x_{\alpha}\right\}$ has in turn a
subnet $\left\{x_{\alpha_{\beta \gamma}}\right\}$ that converges to $x$. HINT: To prove the "if" part, argue by contradiction.
(e) Let $A$ be a subset of a topological space $X$. We say that an element $x \in X$ is a cluster point of $A$ if there exists a net $\left\{x_{\alpha}\right\}$ in $A$ such that $x=\lim x_{\alpha}$. Prove that $A$ is closed if and only if it contains all of its cluster points.
(f) Let $f$ be a function from a topological space $X$ into a topological space $Y$. Show that $f$ is continuous at a point $x \in X$ if and only if for each net $\left\{x_{\alpha}\right\}$ that converges to $x \in X$, the net $\left\{f\left(x_{\alpha}\right)\right\}$ converges to $f(x) \in Y$.

EXERCISE 2.9. (a) Let $X$ be a compact topological space. Show that every net in $X$ has a convergent subnet. HINT: Let $\left\{x_{\alpha}\right\}$ be a net in $X$ defined on a directed set $D$. For each $\alpha \in D$, define $V_{\alpha} \subseteq X$ to be the set of all $x \in X$ for which there exists a neighborhood $U_{x}$ of $X$ such that $x_{\beta} \notin U_{x}$ whenever $\alpha \leq \beta$. Show that, if $x \notin \cup V_{\alpha}$, then $x$ is the limit of some subnet of $\left\{x_{\alpha}\right\}$. Now, argue by contradiction.
(b) Prove that a topological space $X$ is compact if and only if every net in $X$ has a convergent subnet. HINT: Let $\mathcal{F}$ be a collection of closed subsets of $X$ for which the intersection of any finite number of elements of $\mathcal{F}$ is nonempty. Let $D$ be the directed set whose elements are the finite subsets of $\mathcal{F}$.
(c) Let $\left\{x_{\alpha}\right\}$ be a net in a metric space $X$. Define what it means for the net $\left\{x_{\alpha}\right\}$ to be a Cauchy net. Show that, if $X$ is a complete metric space, then a net $\left\{x_{\alpha}\right\}$ is convergent if and only if it is a Cauchy net.
EXERCISE 2.10. Let $X$ be a set, let $\left\{f_{i}\right\}$, for $i$ in an index set $I$, be a collection of real-valued functions on $X$, and let $\mathcal{T}$ be the weakest topology on $X$ for which each $f_{i}$ is continuous.
(a) Show that a net $\left\{x_{\alpha}\right\}$ in the topological space $(X, \mathcal{T})$ converges to an element $x \in X$ if and only if

$$
f_{i}(x)=\lim _{\alpha} f_{i}\left(x_{\alpha}\right)
$$

for every $i \in I$.
(b) Let $X$ be a set, for each $x \in X$ let $Y_{x}$ be a topological space, and let $Y$ be the topological product space

$$
Y=\prod_{x \in X} Y_{x}
$$

Prove that a net $\left\{y_{\alpha}\right\}$ in $Y$ converges if and only if, for each $x \in X$, the net $\left\{y_{\alpha}(x)\right\}$ converges in $Y_{x}$.

EXERCISE 2.11. Prove the Tychonoff Theorem. That is, prove that if $X=\prod_{i \in I} X_{i}$, where each $X_{i}$ is a compact topological space, then $X$ is a compact topological space. HINT: Let $\left\{x_{\alpha}\right\}$ be a net in $X$, defined on a directed set $D$. Show that there exists a convergent subnet as follows: (a) Let $S$ be the set of all triples $(J, C, h)$, where $J \subseteq I, C$ is a directed set, and $h$ is a cofinal, order-preserving map of $C$ into $D$ such that the subnet $x_{h(\beta)}$ satisfies $\left\{\left(x_{h(\beta)}\right)_{i}\right\}$ converges for every $i \in J$. We say that

$$
\left(J_{1}, C_{1}, h_{1}\right) \leq\left(J_{2}, C_{2}, h_{2}\right)
$$

if $J_{1} \subseteq J_{2}$ and the subnet determined by $h_{2}$ is itself a subnet of the subnet determined by $h_{1}$. Prove that $S$ is a nonempty partially ordered set.
(b) Let $\left\{\left(J_{\lambda}, C_{\lambda}, h_{\lambda}\right)\right\}$ be a maximal linearly ordered subset of $S$, and set $I_{0}=\cup_{\lambda} J_{\lambda}$. Prove that there exists a directed set $C_{0}$ and a cofinal map $h_{0}$ such that $\left(I_{0}, C_{0}, h_{0}\right) \in S$ and such that $\left(J_{\lambda}, C_{\lambda}, h_{\lambda}\right) \leq\left(I_{0}, C_{0}, h_{0}\right)$ for all $\lambda$.
(c) Let $I_{0}$ be as in part b. Prove that $I_{0}=I$, and then complete the proof to Tychonoff's Theorem.

EXERCISE 2.12. (a) Suppose $\left\{f_{\alpha}\right\}$ is a net of linear functionals on a vector space $X$, and suppose that the net converges pointwise to a function $f$. Prove that $f$ is a linear functional.
(b) Suppose $\rho$ is a subadditive functional on a vector space $X$ and that $x \in X$. Prove that $-\rho(-x) \leq \rho(x)$.
(c) Suppose $\rho$ is a subadditive functional on a vector space $X$, and let $F^{\rho}$ be the set of all linear functionals $f$ on $X$ for which $f(x) \leq \rho(x)$ for every $x \in X$. Let $K$ be the compact Hausdorff space

$$
K=\prod_{x \in X}[-\rho(-x), \rho(x)]
$$

(thought of as a space of functions on $X$ ). Prove that $F^{\rho}$ is a closed subset of $K$. Conclude that $F^{\rho}$ is a compact Hausdorff space in the topology of pointwise convergence on $X$.

THEOREM 2.4. Let $\rho$ be a subadditive functional on a vector space $X$, and let $g$ be a linear functional on $X$ such that $g(x) \leq \rho(x)$ for all $x \in X$. Suppose $\gamma$ is a linear transformation of $X$ into itself for which $\rho(\gamma(x))=\rho(x)$ for all $x \in X$. Then there exists a linear functional $h$ on $X$ satisfying:
(1) $h(x) \leq \rho(x)$ for all $x \in X$.
(2) $h(\gamma(x))=h(x)$ for all $x \in X$.
(3) If $x \in X$ satisfies $g(x)=g\left(\gamma^{n}(x)\right)$ for all positive $n$, then $h(x)=$ $g(x)$.

PROOF. For each positive integer $n$, define

$$
g_{n}(x)=(1 / n) \sum_{i=1}^{n} g\left(\gamma^{i}(x)\right) .
$$

Let $F^{\rho}$ and $K$ be as in the preceding exercise. Then the sequence $\left\{g_{n}\right\}$ is a net in the compact Hausdorff space $K$, and consequently there exists a convergent subnet $\left\{g_{n_{\alpha}}\right\}$. By Exercise 2.12, we know then that the subnet $\left\{g_{n_{\alpha}}\right\}$ of the sequence (net) $\left\{g_{n}\right\}$ converges pointwise to a linear functional $h$ on $X$ and that $h(x) \leq \rho(x)$ for all $x \in X$.
Using the fact that $-\rho(x) \leq g\left(\gamma^{i}(x)\right) \leq \rho(x)$ for all $x \in X$ and all $i>0$, and the fact that the cofinal map $\alpha \rightarrow n_{\alpha}$ diverges to infinity, we have that

$$
\begin{aligned}
h(\gamma(x)) & =\lim _{\alpha} g_{n_{\alpha}}(\gamma(x)) \\
& =\lim _{\alpha}\left(1 / n_{\alpha}\right) \sum_{i=1}^{n_{\alpha}} g\left(\gamma^{i+1}(x)\right) \\
& =\lim _{\alpha}\left(1 / n_{\alpha}\right) \sum_{i=2}^{n_{\alpha}+1} g\left(\gamma^{i}(x)\right) \\
& =\lim _{\alpha}\left(1 / n_{\alpha}\right)\left[\sum_{i=1}^{n_{\alpha}} g\left(\gamma^{i}(x)\right)+g\left(\gamma^{n_{\alpha}+1}(x)\right)-g(\gamma(x))\right] \\
& =\lim _{\alpha}\left(1 / n_{\alpha}\right) \sum_{i=1}^{n_{\alpha}} g\left(\gamma^{i}(x)\right) \\
& =\lim _{\alpha} g_{n_{\alpha}}(x) \\
& =h(x)
\end{aligned}
$$

which proves the second statement of the theorem.
Finally, if $x$ is such that $g\left(\gamma^{n}(x)\right)=g(x)$ for all positive $n$, then $g_{n}(x)=$ $g(x)$ for all $n$, whence $h(x)=g(x)$, and this completes the proof.

EXERCISE 2.13. (Banach Means) Let $X=l^{\infty}$ be the vector space of all bounded sequences $\left\{a_{1}, a_{2}, a_{3}, \ldots\right\}$ of real numbers. A Banach mean
or Banach limit is a linear functional $M$ on $X$ such that for all $\left\{a_{n}\right\} \in X$ we have:

$$
\inf a_{n} \leq M\left(\left\{a_{n}\right\}\right) \leq \sup a_{n}
$$

and

$$
M\left(\left\{a_{n+1}\right\}\right)=M\left(\left\{a_{n}\right\}\right)
$$

(a) Prove that there exists a Banach limit on $X$. HINT: Use Theorem 2.2, or more precisely part c of Exercise 2.6, with $Y$ the subspace of constant sequences, $f$ the linear functional sending a constant sequence to that constant, and $\rho$ the subadditive functional given by $\rho\left(\left\{a_{n}\right\}\right)=$ $\lim \sup a_{n}$. Then use Theorem 2.4 applied to the extension $g$ of $f$. (Note that, since the proof to Theorem 2.4 depends on the Tychonoff theorem, the very existence of Banach means depends on the axiom of choice.)
(b) Show that any Banach limit $M$ satisfies $M\left(\left\{a_{n}\right\}\right)=L$, if $L=\lim a_{n}$, showing that any Banach limit is a generalization of the ordinary notion of limit.
(c) Show that any Banach limit assigns the number $1 / 2$ to the sequence $\{0,1,0,1, \ldots\}$.
(d) Construct a sequence $\left\{b_{n}\right\} \in X$ which does not converge but for which

$$
\lim \left(b_{n+1}-b_{n}\right)=0
$$

Show that any linear functional $g$ on $X$, for which $g\left(\left\{a_{n}\right\}\right) \leq \limsup a_{n}$ for all $\left\{a_{n}\right\} \in X$, satisfies $g\left(\left\{b_{n}\right\}\right)=g\left(\left\{b_{n+1}\right\}\right)$.
(e) Use the sequence $\left\{b_{n}\right\}$ of part $d$ to prove that there exist uncountably many distinct Banach limits on $X$. HINT: Use the Hahn-Banach Theorem and Theorem 2.4 to find a Banach limit that takes the value $r$ on this sequence, where $r$ is any number satisfying $\liminf b_{n} \leq r \leq \limsup b_{n}$.

EXERCISE 2.14. Prove the following generalization of Theorem 2.4. Let $\rho$ be a subadditive functional on a vector space $X$, and let $g$ be a linear functional on $X$ such that $g(x) \leq \rho(x)$ for all $x \in X$. Suppose $\gamma_{1}, \ldots, \gamma_{n}$ are commuting linear transformations of $X$ into itself for which $\rho\left(\gamma_{i}(x)\right)=\rho(x)$ for all $x \in X$ and all $1 \leq i \leq n$. Then there exists a linear functional $h$ on $X$ satisfying:
(1) $h(x) \leq \rho(x)$ for all $x \in X$.
(2) $h\left(\gamma_{i}(x)\right)=h(x)$ for all $x \in X$ and all $1 \leq i \leq n$.
(3) If $x \in X$ satisfies $g(x)=g\left(\gamma_{i}^{k}(x)\right)$ for all positive $k$ and all $1 \leq i \leq n$, then $h(x)=g(x)$.
HINT: Use the proof to Theorem 2.4 and mathematical induction.

THEOREM 2.5. (Hahn-Banach Theorem, Semigroup-Invariant
Version) Let $\rho$ be a subadditive functional on a real vector space $X$, and let $f$ be a linear functional on a subspace $Y$ of $X$ for which $f(y) \leq \rho(y)$ for all $y \in Y$. Suppose $\Gamma$ is an abelian semigroup of linear transformations of $X$ into itself for which:
(1) $\rho(\gamma(x))=\rho(x)$ for all $\gamma \in \Gamma$ and $x \in X$; i.e., $\rho$ is invariant under $\Gamma$.
(2) $\gamma(Y) \subseteq Y$ for all $\gamma \in \Gamma$; i.e., $Y$ is invariant under $\Gamma$.
(3) $f(\gamma(y))=f(y)$ for all $\gamma \in \Gamma$ and $y \in Y$; i.e., $f$ is invariant under $\Gamma$.

Then there exists a linear functional $g$ on $X$ for which
(a) $g$ is an extension of $f$.
(b) $g(x) \leq \rho(x)$ for all $x \in X$.
(c) $g(\gamma(x))=g(x)$ for all $\gamma \in \Gamma$ and $x \in X$; i.e., $g$ is invariant under $\Gamma$.

PROOF. For $A$ a finite subset of $\Gamma$, we use part c of Exercise 2.6 and then Exercise 2.14 to construct a linear functional $g_{A}$ on $X$ satisfying:
(1) $g_{A}$ is an extension of $f$.
(2) $g_{A}(x) \leq \rho(x)$ for all $x \in X$.
(3) $g_{A}(\gamma(x))=g_{A}(x)$ for all $x \in X$ and $\gamma \in A$.

If as in Exercise $2.12 K=\prod_{x \in X}[-\rho(-x), \rho(x)]$, then $\left\{g_{A}\right\}$ can be regarded as a net in the compact Hausdorff space $K$. Let $\left\{g_{A_{\beta}}\right\}$ be a convergent subnet, and write $h=\lim _{\beta} g_{A_{\beta}}$. Then, $h$ is a function on $X$, and is in fact the pointwise limit of a net of linear functionals, and so is itself a linear functional.
Clearly, $h(x) \leq \rho(x)$ for all $x \in X$, and $h$ is an extension of $f$.
To see that $h(\gamma(x))=h(x)$ for all $\gamma \in \Gamma$, fix a $\gamma_{0}$, and let $A_{0}=\left\{\gamma_{0}\right\}$. By the definition of a subnet, there exists a $\beta_{0}$ such that if $\beta \geq \beta_{0}$ then $A_{\beta} \geq A_{0}$. Hence, if $\beta \geq \beta_{0}$, then $\left\{\gamma_{0}\right\} \subseteq A_{\beta}$. So, if $\beta \geq \beta_{0}$, then $g_{A_{\beta}}\left(\gamma_{0}(x)\right)=g_{A_{\beta}}(x)$ for all $x$. Hence,

$$
h\left(\gamma_{0}(x)\right)=\lim _{\beta} g_{A_{\beta}}\left(\gamma_{0}(x)\right)=\lim _{\beta} g_{A_{\beta}}(x)=h(x),
$$

as desired.
DEFINITION. Let $S$ be a set. A ring of subsets of $S$ is a collection $\mathcal{R}$ of subsets of $S$ such that if $E, F \in \mathcal{R}$, then both $E \cup F$ and $E \Delta F$ are in $\mathcal{R}$, where $E \Delta F=(E \cap \tilde{F}) \cup(F \cap \tilde{E})$ is the symmetric difference of $E$ and $F$. By a finitely additive measure on $S$, we mean an assignment
$E \rightarrow \mu(E)$, of a ring $\mathcal{R}$ of subsets of $S$ into the extended nonnegative real numbers, such that

$$
\mu(\emptyset)=0
$$

and

$$
\mu\left(E_{1} \cup \ldots \cup E_{n}\right)=\mu\left(E_{1}\right)+\ldots+\mu\left(E_{n}\right)
$$

whenever $\left\{E_{1} \ldots, E_{n}\right\}$ is a pairwise disjoint collection of elements of $\mathcal{R}$.
EXERCISE 2.15. (Translation-Invariant Finitely Additive Measures) Let $X$ be the vector space of all bounded functions on $\mathbb{R}$ with compact support, and let $P$ be the positive cone of nonnegative functions in $X$.
(a) Let $I$ be a positive linear functional on $X$. For each bounded subset $E \subset \mathbb{R}$, define $\mu(E)=I\left(\chi_{E}\right)$. Show that the set of all bounded subsets of $\mathbb{R}$ is a ring $\mathcal{R}$ of sets and that $\mu$ is a finitely additive measure on this ring.
(b) Show that there exists a finitely additive measure $\nu$, defined on the ring of all bounded subsets of $\mathbb{R}$, such that $\nu(E)$ is the Lebesgue measure for every bounded Lebesgue measurable subset $E$ of $\mathbb{R}$, and such that $\nu(E+x)=\nu(E)$ for all bounded subsets $E$ of $\mathbb{R}$ and all real numbers $x$. (Such a measure is said to be translation-invariant.) HINT: Let $Y$ be the subspace of $X$ consisting of the bounded Lebesgue measurable functions of bounded support, let $I(f)=\int f$, and let $\Gamma$ be the semigroup of linear transformations of $X$ determined by the semigroup of all translations of $\mathbb{R}$. Now use Theorem 2.5.
(c) Let $\mu$ be the finitely additive measure of part b. For each subset $E$ of $\mathbb{R}$, define $\nu(E)=\lim _{n} \mu(E \cap[-n, n])$. Prove that $\mu$ is a translationinvariant, finitely additive measure on the $\sigma$-algebra of all subsets of $\mathbb{R}$, and that $\mu$ agrees with Lebesgue measure on Lebesgue measurable sets. (d) Prove that there exists no countably additive translation-invariant measure $\mu$ on the $\sigma$-algebra of all subsets of $\mathbb{R}$ that agrees with Lebesgue measure on Lebesgue measurable sets. HINT: Suppose $\mu$ is such a countably additive measure. Define an equivalence relation on $\mathbb{R}$ by setting $x \equiv y$ if $y-x \in \mathbb{Q}$, i.e., $y-x$ is a rational number. Let $E \subset(0,1)$ be a set of representatives of the equivalence classes of this relation. Show first that $\cup_{q \in \mathbb{Q} \cap(0,1)} E+q \subset(0,2)$, whence $\mu(E)$ must be 0 . Then show that $(0,1) \subset \cup_{q \in \mathbb{Q}} E+q$, whence $\mu(E)$ must be positive.

DEFINITION. Let $X$ be a complex vector space. A seminorm on $X$ is a real-valued function $\rho$ that is subadditive and absolutely homogeneous; i.e.,

$$
\rho(x+y) \leq \rho(x)+\rho(y)
$$

for all $x, y \in X$, and

$$
\rho(\lambda x)=|\lambda| \rho(x)
$$

for all $x \in X$ and $\lambda \in \mathbb{C}$. If, in addition, $x \neq 0$ implies that $\rho(x)>0$, then $\rho$ is called a norm on the complex vector space $X$.

THEOREM 2.6. (Hahn-Banach Theorem, Complex Version) Let $\rho$ be a seminorm on a complex vector space $X$. Let $Y$ be a subspace of $X$, and let $f$ be a complex-linear functional on $Y$ satisfying $|f(y)| \leq \rho(y)$ for all $y \in Y$. Then there exists a complex-linear functional $g$ on $X$ satisfying $g$ is an extension of $f$, and $|g(x)| \leq \rho(x)$ for all $x \in X$.

EXERCISE 2.16. Prove Theorem 2.6 as follows:
(a) Use Theorem 2.2 to extend the real part $u$ of $f$ to a real linear functional $a$ on $X$ that satisfies $a(x) \leq \rho(x)$ for all $x \in X$.
(b) Use Exercise 1.11 and part a to define a complex linear functional $g$ on $X$ that extends $f$.
(c) For $x \in X$, choose a complex number $\lambda$ of absolute value 1 such that $|g(x)|=\lambda g(x)$. Then show that

$$
|g(x)|=g(\lambda x)=a(\lambda x) \leq \rho(x)
$$

(d) State and prove a theorem for complex spaces that is analogous to Theorem 2.3.

## CHAPTER III

The marvelous interaction between linearity and topology is introduced in this chapter. Although the most familiar examples of this interaction may be normed linear spaces, we have in mind here the more subtle, and perhaps more important, topological vector spaces whose topologies are defined as the weakest topologies making certain collections of functions continuous. See the examples in Exercises 3.8 and 3.9, and particularly the Schwartz space $\mathcal{S}$ discussed in Exercise 3.10.

DEFINITION. A topological vector space is a real (or complex) vector space $X$ on which there is a Hausdorff topology such that:
(1) The map $(x, y) \rightarrow x+y$ is continuous from $X \times X$ into $X$. (Addition is continuous.) and
(2) The map $(t, x) \rightarrow t x$ is continuous from $\mathbb{R} \times X$ into $X$ (or $\mathbb{C} \times X$ into $X$ ). (Scalar multiplication is continuous.)
We say that a topological vector space $X$ is a real or complex topological vector space according to which field of scalars we are considering. A complex topological vector space is obviously also a real topological vector space.
A metric $d$ on a vector space $X$ is called translation-invariant if $d(x+$ $z, y+z)=d(x, y)$ for all $x, y, z \in X$. If the topology on a topological vector space $X$ is determined by a translation-invariant metric $d$, we call $X$ (or $(X, d)$ ) a metrizable vector space. If $x$ is an element of a metrizable vector space $(X, d)$, we denote by $B_{\epsilon}(x)$ the ball of radius $\epsilon$ around $x$; i.e., $B_{\epsilon}(x)=\{y: d(x, y)<\epsilon\}$. If the topology on a vector space $X$ is determined by the translation-invariant metric $d$ defined by a norm on $X$, i.e., $d(x, y)=\|x-y\|$, we call $X$ a normable vector space. If the topology on $X$ is determined by some complete translation-invariant metric, we call $X$ a Fréchet space.
The topological vector space $X$ is called separable if it contains a countable dense subset.
Two topological vector spaces $X_{1}$ and $X_{2}$ are topologically isomorphic if there exists a linear isomorphism $T$ from $X_{1}$ onto $X_{2}$ that is also a homeomorphism. In this case, $T$ is called a topological isomorphism.
EXERCISE 3.1. (a) Let $X$ be a topological vector space, and let $x$ be a nonzero element of $X$. Show that the map $y \rightarrow x+y$ is a (nonlinear) homeomorphism of $X$ onto itself. Hence, $U$ is a neighborhood of 0 if and only if $x+U$ is a neighborhood of $x$. Show further that if $U$ is an open subset of $X$ and $S$ is any subset of $X$, then $S+U$ is an open subset of $X$.
(b) Show that $x \rightarrow-x$ is a topological isomorphism of $X$ onto itself. Hence, if $U$ is a neighborhood of 0 , then $-U$ also is a neighborhood of 0 ,
and hence $V=U \cap(-U)$ is a symmetric neighborhood of 0 ; i.e., $x \in V$ if and only if $-x \in V$.
(c) If $U$ is a neighborhood of 0 in a topological vector space $X$, use the continuity of addition to show that there exists a neighborhood $V$ of 0 such that $V+V \subseteq U$.
(d) If $X_{1}, \ldots, X_{n}$ are topological vector spaces, show that the (algebraic) direct sum $\bigoplus_{i=1}^{n} X_{i}$ is a topological vector space, with respect to the product topology. What about the direct product of infinitely many topological vector spaces?
(e) If $Y$ is a linear subspace of $X$, show that $Y$ is a topological vector space with respect to the relative topology.
(f) Show that, with respect to its Euclidean topology, $\mathbb{R}^{n}$ is a real topological vector space, and $\mathbb{C}^{n}$ is a complex topological vector space.

THEOREM 3.1. Let $X$ be a topological vector space. Then:
(1) $X$ is a regular topological space; i.e., if $A$ is a closed subset of $X$ and $x$ is an element of $X$ that is not in $A$, then there exist disjoint open sets $U_{1}$ and $U_{2}$ such that $x \in U_{1}$ and $A \subseteq U_{2}$.
(2) $X$ is connected.
(3) $X$ is compact if and only if $X$ is $\{0\}$.
(4) Every finite dimensional subspace $Y$ of $X$ is a closed subset of $X$.
(5) If $T$ is a linear transformation of $X$ into another topological vector space $X^{\prime}$, then $T$ is continuous at each point of $X$ if and only if $T$ is continuous at the point $0 \in X$.

PROOF. To see 1 , let $A$ be a closed subset of $X$ and let $x$ be a point of $X$ not in $A$. Let $U$ denote the open set $\tilde{A}$, and let $U^{\prime}$ be the open neighborhood $U-x$ of 0 . (See part a of Exercise 3.1.) Let $V$ be a neighborhood of 0 such that $V+V \subset U^{\prime}$. Now $-V$ is a neighborhood of 0 , and we let $W=V \cap(-V)$. Then $W=-W$ and $W+W \subset U^{\prime}$. Let $U_{1}=W+x$ and let $U_{2}=W+A$. Then $x \in U_{1}$ and $A \subseteq U_{2}$. Clearly $U_{1}$ is an open set, and, because $U_{2}=\cup_{y \in A}(W+y)$, we see also that $U_{2}$ is an open set. Further, if $z \in U_{1} \cap U_{2}$, then we must have $z=x+w_{1}$ and $z=a+w_{2}$, where both $w_{1}$ and $w_{2}$ belong to $W$ and $a \in A$. But then we would have

$$
a=x+w_{1}-w_{2} \in x+W-W \subset x+U^{\prime}=U=\tilde{A}
$$

which is a contradiction. Therefore, $U_{1} \cap U_{2}=\emptyset$, and $X$ is a regular topological space.

Because the map $t \rightarrow(1-t) x+t y$ is continuous on $\mathbb{R}$, it follows that any two elements of $X$ can be joined by a curve, in fact by a line segment in $X$. Therefore, $X$ is pathwise connected, hence connected, proving part 2.

Part 3 is left to an exercise.
We prove part 4 by induction on the dimension of the subspace $Y$. Although the assertion in part 4 seems simple enough, it is surprisingly difficult to prove. First, if $Y$ has dimension 1, let $y \neq 0 \in Y$ be a basis for $Y$. If $\left\{t_{\alpha} y\right\}$ is a net in $Y$ that converges to an element $x \in X$, then the net $\left\{t_{\alpha}\right\}$ must be eventually bounded in $\mathbb{R}$ (or $\mathbb{C}$ ), in the sense that there must exist an index $\alpha_{0}$ and a constant $M$ such that $\left|t_{\alpha}\right| \leq M$ for all $\alpha \geq \alpha_{0}$. Indeed, if the net $\left\{t_{\alpha}\right\}$ were not eventually bounded, let $\left\{t_{\alpha_{\beta}}\right\}$ be a subnet for which $\lim _{\beta}\left|t_{\alpha_{\beta}}\right|=\infty$. Then

$$
\begin{aligned}
y & =\lim _{\beta}\left(1 / t_{\alpha_{\beta}}\right) t_{\alpha_{\beta}} y \\
& =\lim _{\beta}\left(1 / t_{\alpha_{\beta}}\right) \lim _{\beta} t_{\alpha_{\beta}} y \\
& =0 \times x \\
& =0
\end{aligned}
$$

which is a contradiction. So, the net $\left\{t_{\alpha}\right\}$ is bounded. Let $\left\{t_{\alpha_{\beta}}\right\}$ be a convergent subnet of $\left\{t_{\alpha}\right\}$ with limit $t$. Then

$$
x=\lim _{\alpha} t_{\alpha} y=\lim _{\beta} t_{\alpha_{\beta}} y=t y,
$$

whence $x \in Y$, and $Y$ is closed.
Assume now that every $n$-1-dimensional subspace is closed, and let $Y$ have dimension $n>1$. Let $\left\{y_{1}, \ldots, y_{n}\right\}$ be a basis for $Y$, and write $Y^{\prime}$ for the linear span of $y_{1}, \ldots, y_{n-1}$. Then elements $y$ of $Y$ can be written uniquely in the form $y=y^{\prime}+t y_{n}$, for $y^{\prime} \in Y^{\prime}$ and $t$ real (complex). Suppose that $x$ is an element of the closure of $Y$, i.e., $x=\lim _{\alpha}\left(y_{\alpha}^{\prime}+t_{\alpha} y_{n}\right)$. As before, we have that the net $\left\{t_{\alpha}\right\}$ must be bounded. Indeed, if the net $\left\{t_{\alpha}\right\}$ were not bounded, then let $\left\{t_{\alpha_{\beta}}\right\}$ be a subnet for which $\lim _{\beta}\left|t_{\alpha_{\beta}}\right|=\infty$. Then

$$
0=\lim _{\beta}\left(1 / t_{\alpha_{\beta}}\right) x=\lim _{\beta}\left(y_{\alpha_{\beta}}^{\prime} / t_{\alpha_{\beta}}\right)+y_{n},
$$

or

$$
y_{n}=\lim _{\beta}-\left(y_{\alpha_{\beta}}^{\prime} / t_{\alpha_{\beta}}\right),
$$

implying that $y_{n}$ belongs to the closure of the closed subspace $Y^{\prime}$. Since $y_{n}$ is linearly independent of the subspace $Y^{\prime}$, this is impossible, showing that the net $\left\{t_{\alpha}\right\}$ is bounded. Hence, letting $\left\{t_{\alpha_{\beta}}\right\}$ be a convergent subnet of $\left\{t_{\alpha}\right\}$, say $t=\lim _{\beta} t_{\alpha_{\beta}}$, we have

$$
x=\lim _{\beta}\left(y_{\alpha_{\beta}}^{\prime}+t_{\alpha_{\beta}} y_{n}\right)
$$

showing that

$$
x-t y_{n}=\lim y_{\alpha_{\beta}}^{\prime},
$$

whence, since $Y^{\prime}$ is closed, there exists a $y^{\prime} \in Y^{\prime}$ such that $x-t y_{n}=y^{\prime}$. Therefore, $x=y^{\prime}+t y_{n} \in Y$, and $Y$ is closed, proving part 4.
Finally, if $T$ is a linear transformation from $X$ into $X^{\prime}$, then $T$ being continuous at every point of $X$ certainly implies that $T$ is continuous at 0 . Conversely, suppose $T$ is continuous at 0 , and let $x \in X$ be given. If $V$ is a neighborhood of $T(x) \in X^{\prime}$, let $U$ be the neighborhood $V-T(x)$ of $0 \in X^{\prime}$. Because $T$ is continuous at 0 , there exists a neighborhood $W$ of $0 \in X$ such that $T(W) \subseteq U$. But then the neighborhood $W+x$ of $x$ satisfies $T(W+x) \subseteq U+T(x)=V$, and this shows the continuity of $T$ at $x$.

EXERCISE 3.2. (a) Prove part 3 of the preceding theorem.
(b) Prove that any linear transformation $T$, from $\mathbb{R}^{n}$ (or $\mathbb{C}^{n}$ ), equipped with its ordinary Euclidean topology, into a real (complex) topological vector space $X$, is necessarily continuous. HINT: Let $e_{1}, \ldots, e_{n}$ be the standard basis, and write $x_{i}=T\left(e_{i}\right)$.
(c) Let $\rho$ be a seminorm (or subadditive functional) on a real topological vector space $X$. Show that $\rho$ is continuous everywhere on $X$ if and only if it is continuous at 0 .
(d) Suppose $\rho$ is a continuous seminorm on a real topological vector space $X$ and that $f$ is a linear functional on $X$ that is bounded by $\rho$; i.e., $f(x) \leq \rho(x)$ for all $x \in X$. Prove that $f$ is continuous.
(e) Suppose $X$ is a vector space on which there is a topology $\mathcal{T}$ such that $(x, y) \rightarrow x-y$ is continuous from $X \times X$ into $X$. Show that $\mathcal{T}$ is Hausdorff if and only if it is $T_{0}$. (A topological space is called $T_{0}$ if, given any two points, there exists an open set that contains one of them but not the other.)
(f) Show that $L^{p}(\mathbb{R})$ is a topological vector space with respect to the topology defined by the (translation-invariant) metric

$$
d(f, g)=\|f-g\|_{p}
$$

Show, in fact, that any normed linear space is a topological vector space with respect to the topology defined by the metric given by

$$
d(x, y)=\|x-y\|
$$

(g) Let $c_{c}$ denote the set of all real (or complex) sequences $\left\{a_{1}, a_{2}, \ldots\right\}$ that are nonzero for only finitely many terms. If $\left\{a_{j}\right\} \in c_{c}$, define the norm of $\left\{a_{j}\right\}$ by $\left\|\left\{a_{j}\right\}\right\|=\max _{j}\left|a_{j}\right|$. Verify that $c_{c}$ is a normed linear space with respect to this definition of norm.
(h) Give an example of a (necessarily infinite dimensional) subspace of $L^{p}(\mathbb{R})$ which is not closed.

THEOREM 3.2. (Finite-Dimensional Topological Vector Spaces)
(1) If $X$ is a finite dimensional real (or complex) topological vector space, and if $x_{1}, \ldots, x_{n}$ is a basis for $X$, then the map $T: \mathbb{R}^{n} \rightarrow$ $X\left(\right.$ or $\left.T: \mathbb{C}^{n} \rightarrow X\right)$, defined by $T\left(t_{1}, \ldots, t_{n}\right)=\sum t_{i} x_{i}$, is a topological isomorphism of $\mathbb{R}^{n}$ (or $\mathbb{C}^{n}$ ), equipped with its Euclidean topology, onto $X$. That is, specifically, a net $\left\{x^{\alpha}\right\}=\left\{\sum_{i=1}^{n} t_{i}^{\alpha} x_{i}\right\}$ converges to an element $x=\sum_{i=1}^{n} t_{i} x_{i} \in X$ if and only if each net $\left\{t_{i}^{\alpha}\right\}$ converges to $t_{i}, 1 \leq i \leq n$.
(2) The only topology on $\mathbb{R}^{n}$ (or $\mathbb{C}^{n}$ ), in which it is a topological vector space, is the usual Euclidean topology.
(3) Any linear transformation, from one finite dimensional topological vector space into another finite dimensional topological vector space, is necessarily continuous.

PROOF. We verify these assertions for real vector spaces, leaving the complex case to the exercises. The map $T: \mathbb{R}^{n} \rightarrow X$ in part 1 is obviously linear, 1-1 and onto. Also, it is continuous by part b of Exercise 3.2. Let us show that $T^{-1}$ is continuous. Thus, let the net $\left\{x^{\alpha}\right\}=$ $\left\{\sum_{i=1}^{n} t_{i}^{\alpha} x_{i}\right\}$ converge to 0 in $X$. Suppose, by way of contradiction, that there exists an $i$ for which the net $\left\{t_{i}^{\alpha}\right\}$ does not converge to 0 . Then let $\left\{t_{i}^{\alpha^{\beta}}\right\}$ be a subnet for which $\lim _{\beta} t_{i}^{\alpha^{\beta}}=t$, where $t$ either is $\pm \infty$ or is a nonzero real number. Write $x^{\alpha}=t_{i}^{\alpha} x_{i}+{x^{\prime}}^{\alpha}$. Then

$$
\left(1 / t_{i}^{\alpha^{\beta}}\right) x^{\alpha^{\beta}}=x_{i}+\left(1 / t_{i}^{\alpha^{\beta}}\right) x^{\alpha^{\beta}}
$$

whence,

$$
x_{i}=-\lim _{\beta}\left(1 / t_{i}^{\alpha^{\beta}}\right) x^{\alpha^{\beta}}
$$

implying that $x_{i}$ belongs to the (closed) subspace spanned by the vectors

$$
x_{1}, \ldots, x_{i-1}, x_{i+1}, \ldots, x_{n}
$$

and this is a contradiction, since the $x_{i}$ 's form a basis of $X$. Therefore, each of the nets $\left\{t_{i}^{\alpha}\right\}$ converges to 0 , and $T^{-1}$ is continuous. We leave the proofs of parts 2 and 3 to the exercises.

EXERCISE 3.3. (a) Prove parts 2 and 3 of the preceding theorem in the case that $X$ is a real topological vector space.
(b) Prove the preceding theorem in the case that $X$ is a complex topological vector space.
EXERCISE 3.4. (Quotient Topological Vector Spaces) Let $M$ be a linear subspace of a topological vector space $X$.
(a) Prove that the natural map $\pi$, which sends $x \in X$ to $x+M \in X / M$, is continuous and is an open map, where $X / M$ is given the quotient topology.
(b) Show that $X / M$, equipped with the quotient topology, is a topological vector space if and only if $M$ is a closed subspace of $X$. HINT: Use part e of Exercise 3.2.
(c) Suppose $M$ is not closed in $X$. Show that, if $U$ is any neighborhood of $0 \in X$, then $U+M$ contains the closure $\bar{M}$ of $M$.
(d) Conclude from part c that, if $M$ is dense in $X$, then the only open subsets of $X / M$ are $X / M$ and $\emptyset$.
THEOREM 3.3. Let $X$ be a real topological vector space. Then $X$ is locally compact if and only if $X$ is finite dimensional.
PROOF. If $X$ is finite dimensional it is clearly locally compact, since the only topology on $\mathbb{R}^{n}$ is the usual Euclidean one. Conversely, suppose $U$ is a compact neighborhood of $0 \in X$, and let $V$ be a neighborhood of 0 for which $V+V \subseteq U$. Because $U$ is compact, there exists a finite set $x_{1}, \ldots, x_{n}$ of points in $U$ such that

$$
U \subseteq \cup_{i=1}^{n}\left(x_{i}+V\right) .
$$

Let $M$ denote the subspace of $X$ spanned by the points $x_{1}, \ldots, x_{n}$. Then $M$ is a closed subspace, and the neighborhood $\pi(U)$ of 0 in $X / M$ equals $\pi(V)$. Indeed, if $\pi(y) \in \pi(U)$, with $y \in U$, then there exists an $1 \leq i \leq n$ such that $y \in x_{i}+V$, whence $\pi(y) \in \pi(V)$.
It then follows that

$$
\pi(U)=\pi(U)+\pi(U)=N \pi(U)
$$

for every positive integer $N$, which implies that $\pi(U)=X / M$. So $X / M$ is compact and hence is $\{0\}$. Therefore, $X=M$, and $X$ is finite dimensional.

THEOREM 3.4. Let $T$ be a linear transformation of a real topological vector space $X$ into a real topological vector space $Y$, and let $M$ be the kernel of $T$. If $\pi$ denotes the quotient map of $X$ onto $X / M$, and if $S$ is the unique linear transformation of the vector space $X / M$ into $Y$ satisfying $T=S \circ \pi$, then $S$ is continuous if and only if $T$ is continuous, and $S$ is an open map if and only if $T$ is an open map.

PROOF. Since $\pi$ is continuous and is an open map, see Exercise 3.4, It follows that $T$ is continuous or open if $S$ is continuous or open. If $T$ is continuous, and if $U$ is an open subset of $Y$, then $S^{-1}(U)=\pi\left(T^{-1}(U)\right)$, and this is open because $T$ is continuous and $\pi$ is an open map. Hence, $S$ is continuous.
Finally, if $T$ is an open map and $U$ is an open subset of $X / M$, then $S(U)=S\left(\pi\left(\pi^{-1}(U)\right)\right)=T\left(\pi^{-1}(U)\right)$, which is open because $T$ is an open map and $\pi$ is continuous. So, $S$ is an open map.

THEOREM 3.5. (Characterization of Continuity) IfT is a linear transformation of a real (or complex) topological vector space $X$ into $\mathbb{R}^{n}$ (or $\mathbb{C}^{n}$ ), then $T$ is continuous if and only if $\operatorname{ker}(T)$ is closed. Further, $T$ is continuous if and only if there exists a neighborhood of 0 in $X$ on which $T$ is bounded. If $f$ is a linear functional on $X$, then $f$ is continuous if and only if there exists a neighborhood of 0 on which $f$ either is bounded above or is bounded below.

PROOF. Suppose that $X$ is a real vector space. If $M=\operatorname{ker}(T)$ is closed, and if $T=S \circ \pi$, then $T$ is continuous because $S$ is, $X / M$ being finite dimensional. The converse is obvious.
If $T$ is not continuous, then, from the preceding paragraph, $M$ is not closed. So, by part c of Exercise 3.4, every neighborhood $U$ of 0 is such that $U+M$ contains $\bar{M}$. If $x$ is an element of $\bar{M}-M$, then $T(x) \neq 0$. Also, for any scalar $\lambda, \lambda x \in \bar{M} \subseteq U+M$, whence there exists an $m \in M$ such that $\lambda x-m \in U$. But then, $T(\lambda x-m)=\lambda T(x)$, showing that $T$ is not bounded on $U$. Again, the converse is immediate.
The third claim of this theorem follows in the same manner as the second, and the complex cases for all parts are completely analogous to the real ones.

REMARK. We shall see that the graph of a linear transformation is
important vis a vis the continuity of $T$. The following exercise demonstrates the initial aspects of this connection.
EXERCISE 3.5. (Continuity and the Graph) Let $X$ and $Y$ be topological vector spaces, and let $T$ be a linear transformation from $X$ into $Y$.
(a) Show that if $T$ is continuous then the graph of $T$ is a closed subspace of $X \times Y$.
(b) Let $X$ and $Y$ both be the normed linear space $c_{c}$ (see part $g$ of Exercise 3.2 ), and define $T$ by $T\left(\left\{a_{j}\right\}\right)=\left\{j a_{j}\right\}$. Verify that the graph of $T$ is a closed subset of $X \times Y$ but that $T$ is not continuous.
(c) Show that, if the graph of $T$ is closed, then the kernel of $T$ is closed.
(d) Let $Y=\mathbb{R}^{n}$ or $\mathbb{C}^{n}$. Show that $T$ is continuous if and only if the graph of $T$ is closed.
EXERCISE 3.6. (a) Let $T$ be a linear transformation from a normed linear space $X$ into a normed linear space $Y$. Show that $T$ is continuous if and only if there exists a constant $M$ such that

$$
\|T(x)\| \leq M\|x\|
$$

for every $x \in X$.
(b) Let $X$ be an infinite dimensional normed linear space. Prove that there exists a discontinuous linear functional on $X$. HINT: Show that there exists an infinite set of linearly independent vectors of norm 1. Then, define a linear functional that is not bounded on any neighborhood of 0 .
(c) Show that, if $1 \leq p<\infty$, then $L^{p}(\mathbb{R})$ is a separable normed linear space. What about $L^{\infty}(\mathbb{R})$ ?
(d) Let $\mu$ be counting measure on an uncountable set $X$. Show that each $L^{p}(\mu)(1 \leq p \leq \infty)$ is a normed linear space but that none is separable.
(e) Let $\Delta$ be a second-countable, locally compact, Hausdorff, topological space. Show that $X=C_{0}(\Delta)$ is a separable normed linear space, where the norm on $X$ is the supremum norm. (See Exercise 1.9.)

DEFINITION. Let $X$ be a set, and let $\left\{f_{\nu}\right\}$ be a collection of realvalued (or complex-valued) functions on $X$. The weak topology on $X$, generated by the $f_{\nu}$ 's, is the smallest topology on $X$ for which each $f_{\nu}$ is continuous. A basis for this topology consists of sets of the form

$$
V=\cap_{i=1}^{n} f_{\nu_{i}}^{-1}\left(U_{i}\right)
$$

where each $U_{i}$ is an open subset of $\mathbb{R}($ or $\mathbb{C})$.

EXERCISE 3.7. (Vector Space Topology Generated by a Set of Linear Functionals) Let $X$ be a real vector space and let $\left\{f_{\nu}\right\}$ be a collection of linear functionals on $X$ that separates the points of $X$. Let $Y=\prod_{\nu} \mathbb{R}$, and define a function $F: X \rightarrow Y$ by $[F(x)](\nu)=f_{\nu}(x)$.
(a) Show that $F$ is $1-1$, and that with respect to the weak topology on $X$, generated by the $f_{\nu}$ 's, $F$ is a homeomorphism of $X$ onto the subset $F(X)$ of $Y$. HINT: Compare the bases for the two topologies.
(b) Conclude that convergence in the weak topology on $X$, generated by the $f_{\nu}$ 's, is described as follows:

$$
x=\lim _{\alpha} x_{\alpha} \equiv f_{\nu}(x)=\lim _{\alpha} f_{\nu}\left(x_{\alpha}\right)
$$

for all $\nu$.
(c) Prove that $X$, equipped with the weak topology generated by the $f_{\nu}$ 's, is a topological vector space.
(d) Show that $Y$ is metrizable, and hence this weak topology on $X$ is metrizable, if the set of $f_{\nu}$ 's is countable.
(e) Verify that parts a through d hold if $X$ is a complex vector space and each $f_{\nu}$ is a complex linear functional.

An important kind of topological vector space is obtained as a generalization of the preceding exercise, and is constructed as follows. Let $X$ be a (real or complex) vector space, and let $\left\{\rho_{\nu}\right\}$ be a collection of seminorms on $X$ that separates the nonzero points of $X$ from 0 in the sense that for each $x \neq 0$ there exists a $\nu$ such that $\rho_{\nu}(x)>0$. For each $y \in X$ and each index $\nu$, define $g_{y, \nu}(x)=\rho_{\nu}(x-y)$. Then $X$, equipped with the weakest topology making all of the $g_{y, \nu}$ 's continuous, is a topological vector space, i.e., is Hausdorff and addition and scalar multiplication are continuous. A net $\left\{x_{\alpha}\right\}$ of elements in $X$ converges in this topology to an element $x$ if and only if $\rho_{\nu}\left(x-x_{\alpha}\right)$ converges to 0 for every $\nu$. Further, this topology is a metrizable topology if the collection $\left\{\rho_{\nu}\right\}$ is countable. We call this the vector space topology on $X$ generated by the seminorms $\left\{\rho_{\nu}\right\}$ and denote this topological vector space by $\left(X,\left\{\rho_{\nu}\right\}\right)$.
If $\rho_{1}, \rho_{2}, \ldots$ is a sequence of norms on $X$, then we call the topological vector space $\left(X,\left\{\rho_{n}\right\}\right)$ a countably normed space.

EXERCISE 3.8. (Vector Space Topology Generated by a Set of Seminorms) Let $X$ be a real (or complex) vector space and let $\left\{\rho_{\nu}\right\}$ be a collection of seminorms on $X$ that separates the nonzero points of $X$ from 0 in the sense that for each $x \neq 0$ there exists a $\nu$ such that $\rho_{\nu}(x)>0$. For each $y \in X$ and each index $\nu$, define $g_{y, \nu}(x)=\rho_{\nu}(x-y)$. Finally, let $\mathcal{T}$ be the topology on $X$ generated by the $g_{y, \nu}$ 's.
(a) Let $x$ be an element of $X$ and let $V$ be an open set containing $x$. Show that there exist indices $\nu_{1}, \ldots, \nu_{n}$, elements $y_{1}, \ldots, y_{n} \in X$, and open sets $U_{1}, \ldots, U_{n} \subseteq \mathbb{R}(\mathbb{C})$ such that

$$
x \in \cap_{i=1}^{n} g_{y_{i}, \nu_{i}}^{-1}\left(U_{i}\right) \subseteq V
$$

(b) Conclude that convergence in the topology on $X$ generated by the $g_{y, \nu}$ 's is described by

$$
x=\lim _{\alpha} x_{\alpha} \equiv \lim _{\alpha} \rho_{\nu}\left(x-x_{\alpha}\right)=0
$$

for each $\nu$.
(c) Prove that $X$, equipped with the topology generated by the $g_{y, \nu}$ 's, is a topological vector space. (HINT: Use nets.) Show further that this topology is metrizable if the collection $\left\{\rho_{\nu}\right\}$ is countable, i.e., if $\rho_{1}, \rho_{2}, \ldots$ is a sequence of seminorms. (HINT: Use the formula

$$
d(x, y)=\sum_{n=1}^{\infty} 2^{-n} \min \left(\rho_{n}(x-y), 1\right)
$$

Verify that $d$ is a translation-invariant metric and that convergence with respect to this metric is equivalent to convergence in the topology $\mathcal{T}$.)
(d) Let $X$ be a vector space, and let $\rho_{1}, \rho_{2}, \ldots$ be a sequence of seminorms that separate the nonzero points of $X$ from 0 . For each $n \geq 1$, define $p_{n}=\max _{k \leq n} \rho_{k}$. Prove that each $p_{n}$ is a seminorm on $X$, that $p_{n} \leq p_{n+1}$ for all $n$, and that the two topological vector spaces $\left(X,\left\{\rho_{n}\right\}\right)$ and $\left(X,\left\{p_{n}\right\}\right)$ are topologically isomorphic.
(e) Let $X$ and $\left\{p_{n}\right\}$ be as in part d. Show that if $V$ is a neighborhood of 0 , then there exists an integer $n$ and an $\epsilon>0$ such that if $p_{n}(x)<$ $\epsilon$, then $x \in V$. Deduce that, if $f$ is a continuous linear functional on $\left(X,\left\{p_{n}\right\}\right)$, then there exists an integer $n$ and a constant $M$ such that $|f(x)| \leq M p_{n}(x)$ for all $x \in X$.
(f) Let $X$ be a normed linear space, and define $\rho(x)=\|x\|$. Prove that the topology on $X$ determined by the norm coincides with the vector space topology generated by $\rho$.
EXERCISE 3.9. (a) Let $X$ be the complex vector space of all infinitely differentiable complex-valued functions on $\mathbb{R}$. For each nonnegative integer $n$, define $\rho_{n}$ on $X$ by

$$
\rho_{n}(f)=\sup _{|x| \leq n} \sup _{0 \leq i \leq n}\left|f^{(i)}(x)\right|
$$

where $f^{(i)}$ denotes the $i$ th derivative of $f$. Show that the $\rho_{n}$ 's are seminorms (but not norms) that separate the nonzero points of $X$ from 0 , whence $X$ is a metrizable complex topological vector space in the weak vector space topology generated by the $\rho_{n}$ 's. This vector space is usually denoted by $\mathcal{E}$.
(b) Let $X$ be the complex vector space $C_{0}(\Delta)$, where $\Delta$ is a locally compact Hausdorff space. For each $\delta \in \Delta$, define $\rho_{\delta}$ on $X$ by

$$
\rho_{\delta}(f)=|f(\delta)|
$$

Show that, with respect to the weak vector space topology generated by the $\rho_{\delta}$ 's, convergence is pointwise convergence of the functions.
EXERCISE 3.10. (Schwartz Space) Let $\mathcal{S}$ denote the set of all $C^{\infty}$ complex-valued functions $f$ on $\mathbb{R}$ that are rapidly decreasing, i.e., such that $x^{n} f^{(j)}(x) \in C_{0}(\mathbb{R})$ for every pair of nonnegative integers $n$ and $j$. In other words, $f$ and all its derivatives tend to 0 at $\pm \infty$ faster than the reciprocal of any polynomial.
(a) Show that every $C^{\infty}$ function having compact support belongs to $\mathcal{S}$, and verify that $f(x)=x^{k} e^{-x^{2}}$ belongs to $\mathcal{S}$ for every integer $k \geq 0$.
(b) Show that $\mathcal{S}$ is a complex vector space, that each element of $\mathcal{S}$ belongs to every $L^{p}$ space, and that $\mathcal{S}$ is closed under differentiation and multiplication by polynomials. What about antiderivatives of elements of $\mathcal{S}$ ? Are they again in $\mathcal{S}$ ?
(c) For each nonnegative integer $n$, define $p_{n}$ on $\mathcal{S}$ by

$$
p_{n}(f)=\max _{0 \leq i, j \leq n} \sup _{x}\left|x^{j} f^{(i)}(x)\right| .
$$

Show that each $p_{n}$ is a norm on $\mathcal{S}$, that $p_{n}(f) \leq p_{n+1}(f)$ for all $f \in \mathcal{S}$, and that the topological vector space $\left(\mathcal{S},\left\{p_{n}\right\}\right)$ is a countably normed space. This countably normed vector space is called Schwartz space.
(d) Show that $f=\lim f_{k}$ in $\mathcal{S}$ if and only if $\left\{x^{j} f_{k}^{(i)}(x)\right\}$ converges uniformly to $x^{j} f^{(i)}(x)$ for every $i$ and $j$.
(e) Prove that the set $\mathcal{D}$ of $C^{\infty}$ functions having compact support is a dense subspace of $\mathcal{S}$. HINT: Let $\chi$ be a nonnegative $C^{\infty}$ function, supported on $[-2,2]$, and satisfying $\chi(x)=1$ for $-1 \leq x \leq 1$. Define $\chi_{n}(x)=\chi(x / n)$. If $f \in \mathcal{S}$, show that $f=\lim f \chi_{n}$ in the topology of $\mathcal{S}$. (f) Prove that the map $f \rightarrow f^{\prime}$ is a continuous linear transformation from $\mathcal{S}$ into itself. Is this transformation onto?

We introduce next a concept that is apparently purely from algebraic linear space theory and one that is of extreme importance in the topological aspect of Functional Analysis.

DEFINITION. A subset $S$ of a vector space is called convex if ( $1-$ $t) x+t y \in S$ whenever $x, y \in S$ and $0 \leq t \leq 1$. The convex hull of a set $S$ is the smallest convex set containing $S$ (the intersection of all convex sets containing $S$ ). A topological vector space $X$ is called locally convex if there exists a neighborhood basis at 0 consisting of convex subsets of $X$. That is, if $U$ is any neighborhood of 0 in $X$, then there exists a convex open set $V$ such that $0 \in V \subseteq U$.

EXERCISE 3.11. (a) Let $X$ be a real vector space. Show that the intersection of two convex subsets of $X$ and the sum of two convex subsets of $X$ is a convex set. If $S$ is a subset of $X$, show that the intersection of all convex sets containing $S$ is a convex set. Show also that if $X$ is a topological vector space then the closure of a convex set is convex.
(b) Prove that a normed linear space is locally convex by showing that each ball centered at 0 in $X$ is a convex set.
(c) Let $X$ be a vector space and let $\left\{f_{\nu}\right\}$ be a collection of linear functionals on $X$ that separates the points of $X$. Show that $X$, equipped with the weakest topology making all of the $f_{\nu}$ 's continuous, is a locally convex topological vector space. (See Exercise 3.7.)
(d) Let $X$ be a vector space, and let $\left\{\rho_{\nu}\right\}$ be a collection of seminorms on $X$ that separates the nonzero points of $X$ from 0 . Prove that $X$, equipped with the weak vector space topology generated by the $\rho_{\nu}$ 's, is a locally convex topological vector space. (See Exercise 3.8.)
(e) Suppose $X$ is a locally convex topological vector space and that $M$ is a subspace of $X$. Show that $M$ is a locally convex topological vector space with respect to the relative topology. If $M$ is a closed subspace of $X$, show that the quotient space $X / M$ is a locally convex topological vector space.
(f) Show that all the $L^{p}$ spaces are locally convex as well as the spaces $C_{0}(\Delta)$ under pointwise convergence, $\mathcal{E}$, and $\mathcal{S}$ of Exercises 3.9 and 3.10.
If $X$ is a real vector space, recall that a function $\rho: X \rightarrow \mathbb{R}$ is called a subadditive functional if
(1) $\rho(x+y) \leq \rho(x)+\rho(y)$ for all $x, y \in X$.
(2) $\rho(t x)=t \rho(x)$ for all $x \in X$ and $t \geq 0$.

THEOREM 3.6. (Convex Neighborhoods of 0 and Continuous Subadditive Functionals) Let $X$ be a real topological vector space. If $\rho$ is a continuous subadditive functional on $X$, then $\rho^{-1}(-\infty, 1)$ is a convex neighborhood of 0 in $X$. Conversely, if $U$ is a convex neighborhood of 0 , then there exists a continuous nonnegative subadditive functional $\rho$
such that $\rho^{-1}(-\infty, 1) \subseteq U \subseteq \rho^{-1}(-\infty, 1]$. In addition, if $U$ is symmetric, then $\rho$ may be chosen to be a seminorm.

PROOF. If $\rho$ is a continuous subadditive functional, then it is immediate that $\rho^{-1}(-\infty, 1)$ is open, contains 0 , and is convex.
Conversely, if $U$ is a convex neighborhood of 0 , define $\rho$ on $X$ by

$$
\rho(x)=\frac{1}{\sup _{t>0, t x \in U} t}=\inf _{r>0, x \in r U} r
$$

(We interpret $\rho(x)$ as 0 if the supremum in the denominator is $\infty$, i.e., if $x \in r U$ for all $r>0$.) Because $U$ is an open neighborhood of $0=0 \times x$, and because scalar multiplication is continuous, the supremum in the above formula is always $>0$, so that $0 \leq \rho(x)<\infty$ for every $x$. Notice also that if $t>0$ and $t \times x \in U$, then $1 / t \geq \rho(x)$.
It follows immediately that $\rho(r x)=r \rho(x)$ if $r \geq 0$, and, if $U$ is symmetric, then $\rho(r x)=|r| \rho(x)$ for arbitrary real $r$.
If $x$ and $y$ are in $X$ and $\epsilon>0$ is given, choose real numbers $t$ and $s$ such that $t x \in U, s y \in U, 1 / t \leq \rho(x)+\epsilon$, and $1 / s \leq \rho(y)+\epsilon$. Because $U$ is convex, we have that

$$
\frac{s}{t+s} t x+\frac{t}{t+s} s y=\frac{s t}{t+s}(x+y) \in U
$$

Therefore, $\rho(x+y) \leq(s+t) / s t$, whence

$$
\rho(x+y) \leq(t+s) / s t=(1 / t)+(1 / s) \leq \rho(x)+\rho(y)+2 \epsilon,
$$

completing the proof that $\rho$ is a subadditive functional in general and a seminorm if $U$ is symmetric.
If $\rho(x)<1$, then there exists a $t>1$ so that $t x \in U$. Since $U$ is convex, it then follows that $x \in U$. Also, if $x=1 \times x \in U$, then $\rho(x) \leq 1$. Hence, $\rho^{-1}(-\infty, 1) \subseteq U \subseteq \rho^{-1}(-\infty, 1]$.
Finally, $\rho^{-1}(-\infty, \epsilon) \subseteq \epsilon U \subseteq \rho^{-1}(-\infty, \epsilon]$ for every positive $\epsilon$, which shows that $\rho$ is continuous at 0 and hence everywhere.

REMARK. The subadditive functional $\rho$ constructed in the preceding proof is called the Minkowski functional associated to the convex neighborhood $U$.

THEOREM 3.7. (Hahn-Banach Theorem, Locally Convex Version) Let $X$ be a real locally convex topological vector space, let $Y$ be a subspace of $X$, and let $f$ be a continuous linear functional on $Y$ with respect to the relative topology. Then there exists a continuous linear functional $g$ on $X$ whose restriction to $Y$ is $f$.
PROOF. By Theorem 3.5, there exists a neighborhood $V$ of 0 in $Y$ on which $f$ is bounded, and by scaling we may assume that it is bounded by 1 ; i.e., $|f(y)| \leq 1$ if $y \in V$. Let $W$ be a neighborhood of 0 in $X$ such that $V=W \cap Y$, and let $U$ be a symmetric convex neighborhood of 0 in $X$ such that $U \subseteq W$. Let $\rho$ be the continuous seminorm (Minkowski functional) on $X$ associated to $U$ as in the preceding theorem.
Now, if $y \in Y, t>0$, and $t y \in U$, then

$$
|f(y)|=(1 / t)|f(t y)| \leq 1 / t
$$

whence, by taking the supremum over all such $t$ 's,

$$
|f(y)| \leq \rho(y)
$$

showing that $f$ is bounded by $\rho$ on $Y$. Using Theorem 2.2 , let $g$ be a linear functional on $X$ that extends $f$ and such that $|g(x)| \leq \rho(x)$ for all $x \in X$. Then $g$ is an extension of $f$ and is continuous, so the proof is complete.

EXERCISE 3.12. Let $M$ be a subspace of a locally convex topological vector space $X$. Prove that $M$ is dense in $X$ if and only if the only continuous linear functional $f$ on $X$ that is identically 0 on $M$ is the 0 functional.
THEOREM 3.8. (Local Convexity and Existence of Continuous Linear Functionals) A locally convex topological vector space has sufficiently many continuous linear functionals to separate its points.

PROOF. Assume first that $X$ is a real topological vector space. We will apply the Hahn-Banach Theorem. Suppose that $x \neq y$ are elements of $X$, and let $Y$ be the subspace of $X$ consisting of the real multiples of the nonzero vector $y-x$. Define a linear functional $f$ on $Y$ by

$$
f(t(y-x))=t
$$

Because $Y$ is one-dimensional, this linear functional $f$ is continuous. By the Hahn-Banach Theorem above, there exists a continuous linear functional $g$ on $X$ that is an extension of $f$. We have that

$$
g(y)-g(x)=g(y-x)=f(y-x)=1 \neq 0
$$

showing that $g$ separates the two points $x$ and $y$.
Now, if $X$ is a complex locally convex topological vector space, then it is obviously a real locally convex topological vector space. Hence, if $x \neq y$ are elements of $X$, then there exists a continuous real linear functional $g$ on $X$ such that $g(x) \neq g(y)$. But, as we have seen in Chapter I, the formula

$$
f(z)=g(z)-i g(i z)
$$

defines a complex linear functional on $X$, and clearly $f$ is continuous and $f(x) \neq f(y)$.

EXERCISE 3.13. (Example of a Non-Locally-Convex Topological Vector Space) Let $X^{\prime}$ be the vector space of all real-valued Lebesgue measurable functions on $[0,1]$. and define an equivalence relation $\equiv$ on $X^{\prime}$ by $f \equiv g$ if $f(x)=g(x)$ a.e. $m$, where $m$ denotes Lebesgue measure. For $f, g \in X^{\prime}$, set

$$
d^{\prime}(f, g)=\sum_{n=1}^{\infty} \frac{1}{2^{n}} m\left(\left\{x:|f(x)-g(x)| \geq \frac{1}{n}\right\}\right)
$$

(a) Prove that $X=X^{\prime} / \equiv$ is a vector space, and show that $d^{\prime}$ determines a translation-invariant metric $d$ on $X$. HINT: Show that $\{x: \mid f(x)-$ $h(x) \mid \geq 1 / n\}$ is a subset of $\{x:|f(x)-g(x)| \geq 1 / 2 n\} \cup\{x:|g(x)-h(x)| \geq$ $1 / 2 n\}$.
(b) Show that $d^{\prime}\left(f_{n}-f\right) \rightarrow 0$ if and only if the sequence $\left\{f_{n}\right\}$ converges in measure to $f$. Conclude that the metric $d$ is a complete metric.
(c) Prove that, with respect to the topology on $X$ determined by the metric $d, X$ is a topological vector space (in fact a Fréchet space), and that the subspace $Y \subseteq X$ consisting of the equivalence classes $[\phi]$ corresponding to measurable simple functions $\phi$ is dense in $X$.
(d) Let $\delta>0$ be given. Show that if $E$ is a measurable set of measure $<\delta$, then for every scalar $c \geq 1$ the equivalence class $\left[c \chi_{E}\right]$ belongs to the ball $B_{\delta}(0)$ of radius $\delta$ around $0 \in X$.
(e) Let $f$ be a continuous linear functional on the topological vector space $X$, and let $B_{\delta}(0)$ be a neighborhood of $0 \in X$ on which $f$ is bounded. See Theorem 3.5. Show that $f\left(\left[\chi_{E}\right]\right)=0$ for all $E$ with $m(E)<\delta$, whence $f([\phi])=0$ for all measurable simple functions $\phi$.
(f) Conclude that the only continuous linear functional on $X$ is the zero functional, whence the topology on $X$ is not locally convex.

THEOREM 3.9. (Separation Theorem) Let $C$ be a closed convex subset of a locally convex real topological vector space $X$, and let $x$ be an element of $X$ that is not in $C$. Then there exists a continuous linear functional $\phi$ on $X$ and a real number $s$ such that $\phi(c) \leq s<\phi(x)$ for all $c \in C$.

PROOF. Again, we apply the Hahn-Banach Theorem. Let $U$ be a neighborhood of 0 such that $x+U$ does not intersect $C$. Let $V$ be a convex symmetric neighborhood of 0 for which $V+V \subseteq U$, and write $C^{\prime}$ for the open convex set $V+C$. Then $(x+V) \cap C^{\prime}=\emptyset$. If $y$ is an element of $C^{\prime}$, write $W$ for the convex neighborhood $C^{\prime}-y$ of 0 , and observe that $(x-y+V) \cap W=\emptyset$. Let $\rho$ be the continuous subadditive functional associated to $W$ as in Theorem 3.6. ( $\rho$ is not necessarily a seminorm since $W$ need not be symmetric.) If $Y$ is the linear span of the nonzero vector $x-y$, let $f$ be defined on $Y$ by $f(t(x-y))=t \rho(x-y)$. Then $f$ is a linear functional on $Y$ satisfying $f(z) \leq \rho(z)$ for all $z \in Y$. By part c of Exercise 2.6, there exists a linear functional $\phi$ on $X$, which is an extension of $f$ and which satisfies $\phi(w) \leq \rho(w)$ for all $w \in X$.
Since $\rho$ is continuous, it follows that $\phi$ is continuous. Also, by the definition of $\rho$, if $z \in W$, then $\rho(z) \leq 1$, whence $\phi(z) \leq 1$. Now $\rho(x-y)>$ 1. For, if $t$ is sufficiently close to 1 , then $t(x-y) \in x-y+V$, whence $t(x-y) \notin W$, and $\rho(x-y) \geq 1 / t>1$. So, $\phi(x-y)=f(x-y)=$ $\rho(x-y)>1$. Setting $s=\phi(y)+1$, we have $\phi(c) \leq s$ for all $c \in C$, and $\phi(x)>s$, as desired.

DEFINITION. Let $C$ be a convex subset of a real vector space $X$. We say that a nonempty convex subset $F$ of $C$ is a face of $C$ if: Whenever $x \in$ $F$ is a proper convex combination of points in $C$ (i.e., $x=(1-t) y+t z$, with $y \in C, z \in C$, and $0<t<1$,) then both $y$ and $z$ belong to $F$. A point $x \in C$ is called an extreme point of $C$ if: Whenever $x=(1-$ $t) y+t z$, with $y \in C, z \in C$, and $0<t<1$, then $y=z=x$.

EXERCISE 3.14. (a) Let $C$ be the closed unit ball in $L^{p}(\mathbb{R})$, for $1<$ $p<\infty$. Show that the extreme points of $C$ are precisely the elements of the unit sphere, i.e., the elements $f$ for which $\|f\|_{p}=1$. HINT: Use the fact that $|(1-t) y+t z|^{p}<(1-t)|y|^{p}+t|z|^{p}$ if $y \neq z$ and $0<t<1$.
(b) If $C$ is the closed unit ball in $L^{1}(\mathbb{R})$, show that $C$ has no extreme points.
(c) Find the extreme points of the closed unit ball in $l^{\infty}(\mathbb{R})$.
(d) Find all the faces of a right circular cylinder, a tetrahedron, a sphere. Are all these faces closed sets?
(e) Suppose $C$ is a closed convex subset of a topological vector space $X$. Is the closure of a face of $C$ again a face? Is every face of $C$ necessarily closed?
(f) Show that a singleton, which is a face of a convex set $C$, is an extreme point of $C$.
(g) Suppose $C$ is a convex subset of a topological vector space $X$. Show that the intersection of two faces of $C$ is a face of $C$. Also, if $\phi$ is a linear functional on $X$, and $\max _{x \in C} \phi(x)=c$, show that $\phi^{-1}(c) \cap C$ is a face of $C$.

EXERCISE 3.15. (Hahn-Banach Theorem, Extreme Point Version) Let $X$ be a real vector space, and let $\rho$ be a seminorm (or subadditive functional) on $X$. If $Z$ is a subspace of $X$, define $F_{Z}$ to be the set of all linear functionals $f$ on $Z$ for which $f(z) \leq \rho(z)$ for all $z \in Z$.
(a) Prove that $F_{Z}$ is a convex set of linear functionals.
(b) Let $Y$ be a subspace of $X$. If $f$ is an extreme point of $F_{Y}$, show that there is an extreme point $g \in F_{X}$ that is an extension of $f$. HINT: Mimic the proof of Theorem 2.2. That is, use the Hausdorff maximality principle to find a maximal pair $(Z, h)$, for which $h$ is an extension of $f$ and $h$ is an extreme point of $F_{Z}$. Then, following the notation in the proof to Theorem 2.2, show that $Z=X$ by choosing $c$ to equal $b$.

We give two main theorems concerning the set of extreme points of a convex set.

THEOREM 3.10. (Krein-Milman Theorem) Let $C$ be a nonempty compact convex subset of a locally convex real topological vector space $X$. Then
(1) There exists an extreme point of $C$.
(2) $C$ is the closure of the convex hull of its extreme points.

PROOF. Let $\mathcal{F}$ be the collection of all closed faces of $C$, and consider $\mathcal{F}$ to be a partially ordered set by defining $F \leq F^{\prime}$ if $F^{\prime} \subseteq F$. Then, $\mathcal{F}$ is nonempty ( $C$ is an element of $\mathcal{F}$ ), and we let $\left\{F_{\alpha}\right\}$ be a maximal linearly ordered subset of $\mathcal{F}$ (the Hausdorff maximality principle). We set $F=\cap F_{\alpha}$, and note, since $C$ is compact, that $F$ is a nonempty closed (compact) face of $C$. We claim that $F$ is a singleton, whence an extreme point of $C$. Indeed, if $x \in F, y \in F$, and $x \neq y$, let $\phi$ be a continuous linear functional which separates $x$ and $y$, and let $z$ be a point in the compact set $F$ at which $\phi$ attains its maximum on $F$. Let $H=\phi^{-1}(\phi(z))$, and let $F^{\prime}=F \cap H$. Then $F^{\prime}$ is a closed face of $C$ which is properly contained in $F$. See part g of Exercise 3.14. But then the
subset of $\mathcal{F}$, consisting of the $F_{\alpha}$ 's together with $F^{\prime}$, is a strictly larger linearly ordered subset of $\mathcal{F}$, and this is a contradiction. Therefore, $F$ is a singleton, and part 1 is proved.
Next, let $C^{\prime}$ be the closure of the convex hull of the extreme points of $C$. Then $C^{\prime} \subseteq C$. If there is an $x \in C$ which is not in $C^{\prime}$, then, using the Separation Theorem (Theorem 3.9), let $s$ be a real number and $\phi$ be a continuous linear functional for which $\phi(y) \leq s<\phi(x)$ for all $y \in C^{\prime}$. Because $C$ is compact and $\phi$ is continuous, there exists a $z \in C$ such that $\phi(z) \geq \phi(w)$ for all $w \in C$, and we let $C^{\prime \prime}=C \cap \phi^{-1}(\phi(z))$. Then $C^{\prime \prime}$ is a nonempty compact convex subset of $C$, and $C^{\prime} \cap C^{\prime \prime}=\emptyset$. By part 1, there exists an extreme point $p$ of $C^{\prime \prime}$. We claim that $p$ is also an extreme point of $C$. Thus, if $p=(1-t) q+t r$, with $q \in C, r \in C$, and $0<t<1$, then

$$
\begin{aligned}
\phi(z) & =\phi(p) \\
& =(1-t) \phi(q)+t \phi(r) \\
& \leq(1-t) \phi(z)+t \phi(z) \\
& =\phi(z)
\end{aligned}
$$

Therefore, $\phi(q)=\phi(r)=\phi(z)$, which implies that $q \in C^{\prime \prime}$ and $r \in C^{\prime \prime}$. Then, since $p$ is an extreme point of $C^{\prime \prime}$, we have that $q=r=p$, as desired. But this implies that $p \in C^{\prime}$, which is a contradiction. This completes the proof of part 2 .

The Krein-Milman theorem is a topological statement about the set of extreme points of a compact convex set. Choquet's theorem, to follow, is a measure-theoretic statement about the set of extreme points of a compact convex set.
THEOREM 3.11. (Choquet Theorem) Let $X$ be a locally convex real topological vector space, let $K$ be a metrizable, compact, convex subset of $X$, and let $E$ denote the set of extreme points of $K$. Then:
(1) $E$ is a Borel subset of $K$.
(2) For each $x \in K$, there exists a Borel probability measure $\mu_{x}$ on $E$ such that

$$
f(x)=\int_{E} f(q) d \mu_{x}(q)
$$

for every continuous linear functional $f$ on $X$.
PROOF. Let $A$ be the complement in $K \times K$ of the diagonal, i.e., the complement of the set of all pairs $(x, x)$ for $x \in K$. Then $A$ is an open subset of a compact metric space, and therefore $A$ is a countable
increasing union $A=\cup A_{n}$ of compact sets $\left\{A_{n}\right\}$. Define a function $I:(0,1) \times A \rightarrow K$ by $I(t, y, z)=(1-t) y+t z$. Then the range of $I$ is precisely the complement of $E$ in $K$. Also, since $I$ is continuous, the range of $I$ is the countable union of the compact sets $I\left([1 / n, 1-1 / n] \times A_{n}\right)$, whence the complement of $E$ is an $F_{\sigma}$ subset of $K$, so that $E$ is a $G_{\delta}$, hence a Borel set. This proves part 1.
Now, let $Y$ denote the vector space of all continuous affine functions on $K$, i.e., all those continuous real-valued functions $g$ on $K$ for which

$$
g((1-t) y+t z)=(1-t) g(y)+t g(z)
$$

for all $y, z \in K$ and $0 \leq t \leq 1$. Note that the restriction to $K$ of any continuous linear functional on $X$ is an element of $Y$. Now $Y$ is a subspace of $C(K)$. Since $K$ is compact and metrizable, we have that $C(K)$ is a separable normed linear space in the uniform norm, whence $Y$ is a separable normed linear space. Let $\left\{g_{1}, g_{2}, \ldots\right\}$ be a countable dense set in the unit ball $B_{1}(0)$ of $Y$, and define

$$
g^{\prime}=\sum_{i=1}^{\infty} 2^{-i} g_{i}^{2}
$$

Then $g^{\prime}$ is continuous on $K$, and is a proper convex function; i.e.,

$$
g^{\prime}((1-t) y+t z)<(1-t) g^{\prime}(y)+t g^{\prime}(z)
$$

whenever $y, z \in K, y \neq z$, and $0<t<1$. Indeed, the series defining $g^{\prime}$ converges uniformly by the Weierstrass $M$ test, showing that $g^{\prime}$ is continuous. Also, if $y, z \in K$, with $y \neq z$, there exists a continuous linear functional $\phi$ on $X$ that separates $y$ and $z$. In fact, any nonzero multiple of $\phi$ separates $y$ and $z$. So, there exists at least one $i$ such that $g_{i}(y) \neq g_{i}(z)$. Now, for any such $i$, if $0<t<1$, then

$$
g_{i}^{2}((1-t) y+t z)<(1-t) g_{i}^{2}(y)+t g_{i}^{2}(z)
$$

since

$$
((1-t) a+t b)^{2}-(1-t) a^{2}-t b^{2}<0
$$

for all $a \neq b$. Indeed, this function of $b$ is 0 when $b=a$ and has a negative derivative for $b>a$. On the other hand, if $i$ is such that $g_{i}(y)=g_{i}(z)$, then
$g_{i}^{2}((1-t) y+t z)=\left(g_{i}((1-t) y+t z)\right)^{2}=g_{i}^{2}(y)=(1-t) g_{i}^{2}(y)+t g_{i}^{2}(z)$.

Hence,

$$
\begin{aligned}
g^{\prime}((1-t) y+t z) & =\sum_{i=1}^{\infty} 2^{-i} g_{i}^{2}((1-t) y+t z) \\
& <\sum_{i=1}^{\infty} 2^{-i}\left[(1-t) g_{i}^{2}(y)+t g_{i}^{2}(z)\right] \\
& =(1-t) g^{\prime}(y)+t g^{\prime}(z)
\end{aligned}
$$

We let $Y_{1}$ be the linear span of $Y$ and $g^{\prime}$, so that we may write each element of $Y_{1}$ as $g+r g^{\prime}$, where $g \in Y$ and $r \in \mathbb{R}$.
Now, given an $x \in K$, define a function $\rho_{x}$ on $C(K)$ by

$$
\rho_{x}(h)=\inf c(x)
$$

where the infimum is taken over all continuous concave functions $c$ on $K$ for which $h(y) \leq c(y)$ for all $y \in K$. Recall that a function $c$ on $K$ is called concave if

$$
c((1-t) y+t z) \geq(1-t) c(y)+t c(z)
$$

for all $y, z \in K$ and $0 \leq t \leq 1$. Because the sum of two concave functions is again concave and a positive multiple of a concave function is again concave, it follows directly that $\rho_{x}$ is a subadditive functional on $C(K)$. Note also that if $c$ is a continuous concave function on $K$, then $\rho_{x}(c)=$ $c(x)$. Define a linear functional $\psi_{x}$ on $Y_{1}$ by

$$
\psi_{x}\left(g+r g^{\prime}\right)=g(x)+r \rho_{x}\left(g^{\prime}\right)
$$

Note that the identically 1 function $I$ is an affine function, so it belongs to $Y$ and hence to $Y_{1}$. It follows then that $\psi_{x}(I)=1$. Also, we have that $\psi_{x} \leq \rho_{x}$ on $Y_{1}$ (see the exercise following), and we let $\phi_{x}$ be a linear functional on $C(K)$, which is an extension of $\psi_{x}$, and for which $\phi_{x} \leq \rho_{x}$ on $C(K)$. (We are using part c of Exercise 2.6.)
Note that, if $h \in C(K) \leq 0$, then $\rho_{x}(h) \leq 0$ (the 0 function is concave and $0 \geq h)$. So, if $h \leq 0$, then $\phi_{x}(h) \leq \rho_{x}(h) \leq 0$. It follows from this that $\phi_{x}$ is a positive linear functional. By the Riesz Representation Theorem, we let $\nu_{x}$ be the unique (finite) Borel measure on $K$ for which

$$
\phi_{x}(h)=\int h d \nu_{x}
$$

for all $h \in C(K)$. Again letting $I$ denote the identically 1 function on $K$, we have that

$$
\begin{aligned}
\nu_{x}(K) & =\int I d \nu_{x} \\
& =\phi_{x}(I) \\
& =\psi_{x}(I) \\
& =1
\end{aligned}
$$

showing that $\nu_{x}$ is a probability measure.
If $f$ is a continuous linear functional on $X$, then

$$
\int f d \nu_{x}=\phi_{x}(f)=\psi_{x}(f)=f(x)
$$

since the restriction of $f$ to $K$ is a continuous affine function, whence in $Y_{1}$.
We prove next that $\nu_{x}$ is supported on $E$. To do this, let $\left\{c_{n}\right\}$ be a sequence of continuous concave functions on $K$ for which $c_{n} \geq g^{\prime}$ for all $n$ and $\rho_{x}\left(g^{\prime}\right)=\lim c_{n}(x)$. Set $c=\liminf c_{n}$. Then $c$ is a Borel function, hence is $\nu_{x}$-measurable, and $c(y) \geq g^{\prime}(y)$ for all $y \in K$. Hence, $\int(c-$ $\left.g^{\prime}\right) d \nu_{x} \geq 0$. But,

$$
\begin{aligned}
\int\left(c-g^{\prime}\right) d \nu_{x} & =\int\left(\liminf c_{n}-g^{\prime}\right) d \nu_{x} \\
& \leq \liminf \int\left(c_{n}-g^{\prime}\right) d \nu_{x} \\
& =\liminf \phi_{x}\left(c_{n}-g^{\prime}\right) \\
& =\liminf \phi_{x}\left(c_{n}\right)-\phi_{x}\left(g^{\prime}\right) \\
& =\liminf \phi_{x}\left(c_{n}\right)-\rho_{x}\left(g^{\prime}\right) \\
& \leq \liminf \rho_{x}\left(c_{n}\right)-\rho_{x}\left(g^{\prime}\right) \\
& =\liminf c_{n}(x)-\rho_{x}\left(g^{\prime}\right) \\
& =\lim c_{n}(x)-\rho_{x}\left(g^{\prime}\right) \\
& =0
\end{aligned}
$$

Therefore, $\nu_{x}$ is supported on the set where $c$ and $g^{\prime}$ agree. Let us show that $c(w) \neq g^{\prime}(w)$ whenever $w \notin E$. Thus, if $w=(1-t) y+t z$, for
$y, z \in K, y \neq z$, and $0<t<1$, then

$$
\begin{aligned}
c(w) & =\liminf c_{n}(w) \\
& =\liminf c_{n}((1-t) y+t z) \\
& \geq \liminf \left[(1-t) c_{n}(y)+t c_{n}(z)\right] \\
& \geq(1-t) g^{\prime}(y)+t g^{\prime}(z) \\
& >g^{\prime}((1-t) y+t z) \\
& =g^{\prime}(w)
\end{aligned}
$$

Define $\mu_{x}$ to be the restriction of $\nu_{x}$ to $E$. Then $\mu_{x}$ is a Borel probability measure on $E$, and

$$
\int_{E} f d \mu_{x}=\int_{K} f d \nu_{x}=f(x)
$$

for all continuous linear functionals $f$ on $X$. This completes the proof.
EXERCISE 3.16. (a) Verify that the function $\rho_{x}$ in the preceding proof is a subadditive functional and that $\psi_{x}(h) \leq \rho_{x}(h)$ for all $h \in Y_{1}$.
(b) Let $X=\mathbb{R}^{2}$, let $K=\{(s, t):|s|+|t| \leq 1\}$, and let $x=(0,0)$ be the origin. Show that there are uncountably many different Borel probability measures $\mu$ on the set $E$ of extreme points of $K$ for which $f(x)=\int_{E} f(q) d \mu(q)$ for all linear functionals on $X$. Conclude that there can be no uniqueness assertion in Choquet's Theorem.

## CHAPTER IV

NORMED LINEAR SPACES AND BANACH SPACES

DEFINITION A Banach space is a real normed linear space that is a complete metric space in the metric defined by its norm. A complex Banach space is a complex normed linear space that is, as a real normed linear space, a Banach space. If $X$ is a normed linear space, $x$ is an element of $X$, and $\delta$ is a positive number, then $B_{\delta}(x)$ is called the ball of radius $\delta$ around x , and is defined by $B_{\delta}(x)=\{y \in X:\|y-x\|<\delta\}$. The closed ball $\bar{B}_{\delta}(x)$ of radius $\delta$ around $x$ is defined by $\bar{B}_{\delta}(x)=\{y \in$ $X:\|y-x\| \leq \delta\}$. By $B_{\delta}$ and $\bar{B}_{\delta}$ we shall mean the (open and closed) balls of radius $\delta$ around 0 .
Two normed linear spaces $X$ and $Y$ are isometrically isomorphic if there exists a linear isomorphism $T: X \rightarrow Y$ which is an isometry of $X$ onto $Y$. In this case, $T$ is called an isometric isomorphism.
If $X_{1}, \ldots X_{n}$ are $n$ normed linear spaces, we define a norm on the (algebraic) direct $\operatorname{sum} X=\bigoplus_{i=1}^{n} X_{i}$ by

$$
\left\|\left(x_{1}, \ldots, x_{n}\right)\right\|=\max _{i=1}^{n}\left\|x_{i}\right\| .
$$

This is frequently called the max norm.
Our first order of business is to characterize those locally convex topological vector spaces whose topologies are determined by a norm, i.e., those locally convex topological vector spaces that are normable.

DEFINITION. Let $X$ be a topological vector space. A subset $S \subseteq X$ is called bounded if for each neighborhood $W$ of 0 there exists a positive scalar $c$ such that $S \subseteq c W$.

THEOREM 4.1. (Characterization of Normable Spaces) Let $X$ be a locally convex topological vector space. Then $X$ is a normable vector space if and only if there exists a bounded convex neighborhood of 0.

PROOF. If $X$ is a normable topological vector space, let $\|\cdot\|$ be a norm on $X$ that determines the topology. Then $B_{1}$ is clearly a bounded convex neighborhood of 0 .
Conversely, let $U$ be a bounded convex neighborhood of 0 in $X$. We may assume that $U$ is symmetric, since, in any event, $U \cap(-U)$ is also bounded and convex. Let $\rho$ be the seminorm (Minkowski functional) on $X$ associated to $U$ as in Theorem 3.6. We show first that $\rho$ is actually a norm.
Thus, let $x \neq 0$ be given, and choose a convex neighborhood $V$ of 0 such that $x \notin V$. Note that, if $t x \in V$, then $|t|<1$. Choose $c>0$ so that
$U \subseteq c V$, and note that if $t x \in U$, then $t x \in c V$, whence $|t|<c$. Therefore, recalling the definition of $\rho(x)$,

$$
\rho(x)=\frac{1}{\sup _{t>0, t x \in U} t},
$$

we see that $\rho(x) \geq 1 / c>0$, showing that $\rho$ is a norm.
We must show finally that the given topology agrees with the one defined by the norm $\rho$. Since, by Theorem 3.6, $\rho$ is continuous, it follows immediately that $B_{\epsilon}=\rho^{-1}(-\infty, \epsilon)$ is open in the given topology, showing that the topology defined by the norm is contained in the given topology. Conversely, if $V$ is an open subset of the given topology and $x \in V$, let $W$ be a neighborhood of 0 such that $x+W \subseteq V$. Choose $c>0$ so that $U \subseteq c W$. Again using Theorem 3.6, we see that $B_{1}=\rho^{-1}(-\infty, 1) \subseteq U \subseteq c W$, whence $B_{1 / c}=\rho^{-1}(-\infty,(1 / c)) \subseteq W$, and $x+B_{1 / c} \subseteq V$. This shows that $V$ is open in the topology defined by the norm. Q.E.D.
EXERCISE 4.1. (a) (Characterization of Banach Spaces) Let $X$ be a normed linear space. Show that $X$ is a Banach space if and only if every absolutely summable infinite series in $X$ is summable in $X$. (An infinite series $\sum x_{n}$ is absolutely summable in $X$ if $\sum\left\|x_{n}\right\|<\infty$.) HINT: If $\left\{y_{n}\right\}$ is a Cauchy sequence in $X$, choose a subsequence $\left\{y_{n_{k}}\right\}$ for which $\left\|y_{n_{k}}-y_{n_{k+1}}\right\|<2^{-k}$.
(b) Use part a to verify that all the spaces $L^{p}(\mathbb{R}), 1 \leq p \leq \infty$, are Banach spaces, as is $C_{0}(\Delta)$.
(c) If $c_{0}$ is the set of all sequences $\left\{a_{n}\right\}, n=0,1, \ldots$, satisfying $\lim a_{n}=$ 0 , and if we define $\left\|\left\{a_{n}\right\}\right\|=\max \left|a_{n}\right|$, show that $c_{0}$ is a Banach space.
(d) Let $X$ be the set of all continuous functions on $[0,1]$, which are differentiable on $(0,1)$. Set $\|f\|=\sup _{x \in[0,1]}|f(x)|$. Show that $X$ is a normed linear space but is not a Banach space.
(e) If $X_{1}, \ldots, X_{n}$ are normed linear spaces, show that the direct sum $\bigoplus_{i=1}^{n} X_{i}$, equipped with the max norm, is a normed linear space. If each $X_{i}$ is a Banach space, show that $\bigoplus_{i=1}^{n} X_{i}$ is a Banach space.
(f) Let $X_{1}, \ldots, X_{n}$ be normed linear spaces. Let $x=\left(x_{1}, \ldots, x_{n}\right)$ be in $\bigoplus_{i=1}^{n} X_{i}$, and define $\|x\|_{1}$ and $\|x\|_{2}$ by

$$
\|x\|_{1}=\sum_{i=1}^{n}\left\|x_{i}\right\|
$$

and

$$
\|x\|_{2}=\sqrt{\sum_{i=1}^{n}\left\|x_{i}\right\|^{2}}
$$

Prove that both $\|\cdot\|_{1}$ and $\|\cdot\|_{2}$ are norms on $\bigoplus_{i=1}^{n} X_{i}$. Show further that

$$
\|x\| \leq\|x\|_{2} \leq\|x\|_{1} \leq n\|x\|
$$

(g) Let $\left\{X_{i}\right\}$ be an infinite sequence of nontrivial normed linear spaces. Prove that the direct product $\prod X_{i}$ is a metrizable, locally convex, topological vector space, but that there is no definition of a norm on $\Pi X_{i}$ that defines its topology. HINT: In a normed linear space, given any bounded set $A$ and any neighborhood $U$ of 0 , there exists a number $t$ such that $A \subseteq t U$.
EXERCISE 4.2. (Schwartz Space $\mathcal{S}$ is Not Normable) Let $\mathcal{S}$ denote Schwartz space, and let $\left\{\rho_{n}\right\}$ be the seminorms (norms) that define the topology on $\mathcal{S}$ :

$$
\rho_{n}(f)=\sup _{x} \max _{0 \leq i, j \leq n}\left|x^{j} f^{(i)}(x)\right|
$$

(a) If $V$ is a neighborhood of 0 in $\mathcal{S}$, show that there exists an integer $n$ and an $\epsilon>0$ such that $\rho_{n}^{-1}(-\infty, \epsilon) \subseteq V$; i.e., if $\rho_{n}(h)<\epsilon$, then $h \in V$.
(b) Given the nonnegative integer $n$ from part a, show that there exists a $C^{\infty}$ function $g$ such that $g(x)=1 / x^{n+1 / 2}$ for $x \geq 2$. Note that

$$
\sup _{x} \max _{0 \leq i, j \leq n}\left|x^{j} g^{(i)}(x)\right|<\infty
$$

(Of course, $g$ is not an element of $\mathcal{S}$.)
(c) Let $n$ be the integer from part a and let $f$ be a $C^{\infty}$ function with compact support such that $|f(x)| \leq 1$ for all $x$ and $f(0)=1$. For each integer $M>0$, define $g_{M}(x)=g(x) f(x-M)$, where $g$ is the function from part b. Show that each $g_{M} \in \mathcal{S}$ and that there exists a positive constant $c$ such that $\rho_{n}\left(g_{M}\right)<c$ for all $M$; i.e., $(\epsilon / c) g_{M} \in V$ for all $M$. Further, show that for each $M \geq 2, \rho_{n+1}\left(g_{M}\right) \geq \sqrt{M}$.
(d) Show that the neighborhood $V$ of 0 from part a is not bounded in $\mathcal{S}$. HINT: Define $W$ to be the neighborhood $\rho_{n+1}^{-1}(-\infty, 1)$, and show that no multiple of $W$ contains $V$.
(e) Conclude that $\mathcal{S}$ is not normable.

THEOREM 4.2. (Subspaces and Quotient Spaces) Let $X$ be a Banach space and let $M$ be a closed linear subspace.
(1) $M$ is a Banach space with respect to the restriction to $M$ of the norm on $X$.
(2) If $x+M$ is a coset of $M$, and if $\|x+M\|$ is defined by

$$
\|x+M\|=\inf _{y \in x+M}\|y\|=\inf _{m \in M}\|x+m\|
$$

then the quotient space $X / M$ is a Banach space with respect to this definition of norm.
(3) The quotient topology on $X / M$ agrees with the topology determined by the norm on $X / M$ defined in part 2 .

PROOF. $M$ is certainly a normed linear space with respect to the restricted norm. Since it is a closed subspace of the complete metric space $X$, it is itself a complete metric space, and this proves part 1 .
We leave it to the exercise that follows to show that the given definition of $\|x+M\|$ does make $X / M$ a normed linear space. Let us show that this metric space is complete. Thus let $\left\{x_{n}+M\right\}$ be a Cauchy sequence in $X / M$. It will suffice to show that some subsequence has a limit in $X / M$. We may replace this Cauchy sequence by a subsequence for which

$$
\left\|\left(x_{n+1}+M\right)-\left(x_{n}+M\right)\right\|=\left\|\left(x_{n+1}-x_{n}\right)+M\right\|<2^{-(n+1)}
$$

Then, we may choose elements $\left\{y_{n}\right\}$ of $X$ such that for each $n \geq 1$ we have

$$
y_{n} \in\left(x_{n+1}-x_{n}\right)+M
$$

and $\left\|y_{n}\right\|_{N}<2^{-(n+1)}$. We choose $y_{0}$ to be any element of $x_{1}+M$. If $z_{N}=\sum_{n=0}^{N} y_{n}$, then it follows routinely that $\left\{z_{N}\right\}$ is a Cauchy sequence in $X$, whence has a limit $z$. We claim that $z+M$ is the limit of the sequence $\left\{x_{N}+M\right\}$. Indeed,

$$
\begin{aligned}
\left\|(z+M)-\left(x_{N}+M\right)\right\| & =\left\|\left(z-x_{N}\right)+M\right\| \\
& =\inf _{y \in\left(z-x_{N}\right)+M}\|y\|
\end{aligned}
$$

Since $z=\sum_{n=0}^{\infty} y_{n}$, and since $\sum_{n=0}^{N-1} y_{n} \in x_{N}+M$, It follows that $\sum_{n=N}^{\infty} y_{n} \in\left(z-x_{N}\right)+M$. Therefore,

$$
\begin{aligned}
\left\|(z+M)-\left(x_{N}+M\right)\right\| & \leq\left\|\sum_{n=N}^{\infty} y_{n}\right\| \\
& \leq \sum_{n=N}^{\infty} 2^{-(n+1)} \\
& =2^{-N}
\end{aligned}
$$

completing the proof of part 2.
We leave part 3 to the exercise that follows.

EXERCISE 4.3. Let $X$ and $M$ be as in the preceding theorem.
(a) Verify that the definition of $\|x+M\|$, given in the preceding theorem, makes $X / M$ into a normed linear space.
(b) Prove that the quotient topology on $X / M$ agrees with the topology determined by the norm on $X / M$.
(c) Suppose $X$ is a vector space, $\rho$ is a seminorm on $X$, and $M=\{x$ : $\rho(x)=0\}$. Prove that $M$ is a subspace of $X$. Define $p$ on $X / M$ by

$$
p(x+M)=\inf _{m \in M} \rho(x+m)
$$

Show that $p$ is a norm on the quotient space $X / M$.
EXERCISE 4.4. (a) Suppose $X$ and $Y$ are topologically isomorphic normed linear spaces, and let $S$ denote a linear isomorphism of $X$ onto $Y$ that is a homeomorphism. Prove that there exist positive constants $C_{1}$ and $C_{2}$ such that

$$
\|x\| \leq C_{1}\|S(x)\|
$$

and

$$
\|S(x)\| \leq C_{2}\|x\|
$$

for all $x \in X$. Deduce that, if two norms $\|\cdot\|_{1}$ and $\|\cdot\|_{2}$ determine identical topologies on a vector space $X$, then there exist constants $C_{1}$ and $C_{2}$ such that

$$
\|x\|_{1} \leq C_{1}\|x\|_{2} \leq C_{2}\|x\|_{1}
$$

for all $x \in X$.
(b) Suppose $S$ is a linear transformation of a normed linear space $X$ into a topological vector space $Y$. Assume that $S\left(\bar{B}_{1}\right)$ contains a neighborhood $U$ of 0 in $Y$. Prove that $S$ is an open map of $X$ onto $Y$.

We come next to one of the important applications of the Baire category theorem in functional analysis.
THEOREM 4.3. (Isomorphism Theorem) Suppose $S$ is a continuous linear isomorphism of a Banach space $X$ onto a Banach space $Y$. Then $S^{-1}$ is continuous, and $X$ and $Y$ are topologically isomorphic.
PROOF. For each positive integer $n$, let $A_{n}$ be the closure in $Y$ of $S\left(\bar{B}_{n}\right)$. Then, since $S$ is onto, $Y=\cup A_{n}$. Because $Y$ is a complete metric space, it follows from the Baire category theorem that some $A_{n}$, say $A_{N}$, must have nonempty interior. Therefore, let $y_{0} \in Y$ and $\epsilon>0$ be such that $B_{\epsilon}\left(y_{0}\right) \subset A_{N}$. Let $x_{0} \in X$ be the unique element for which $S\left(x_{0}\right)=y_{0}$, and let $k$ be an integer larger than $\left\|x_{0}\right\|$. Then $A_{N+k}$
contains $A_{N}-y_{0}$, so that the closed set $A_{N+k}$ contains $\bar{B}_{\epsilon}(0)$. This implies that if $w \in Y$ satisfies $\|w\| \leq \epsilon$, and if $\delta$ is any positive number, then there exists an $x \in X$ for which $\|S(x)-w\|<\delta$ and $\|x\| \leq N+k$. Write $M=(N+k) / \epsilon$. It follows then by scaling that, given any $w \in Y$ and any $\delta>0$, there exists an $x \in X$ such that $\|S(x)-w\|<\delta$ and $\|x\| \leq M\|w\|$. We will use the existence of such an $x$ recursively below. We now complete the proof by showing that

$$
\left\|S^{-1}(w)\right\| \leq 2 M\|w\|
$$

for all $w \in Y$, which will imply that $S^{-1}$ is continuous. Thus, let $w \in Y$ be given. We construct sequences $\left\{x_{n}\right\},\left\{w_{n}\right\}$ and $\left\{\delta_{n}\right\}$ as follows: Set $w_{1}=w, \delta_{1}=\|w\| / 2$, and choose $x_{1}$ so that $\left\|w_{1}-S\left(x_{1}\right)\right\|<\delta_{1}$ and $\left\|x_{1}\right\| \leq M\left\|w_{1}\right\|$. Next, set $w_{2}=w_{1}-S\left(x_{1}\right), \delta_{2}=\|w\| / 4$, and choose $x_{2}$ such that $\left\|w_{2}-S\left(x_{2}\right)\right\|<\delta_{2}$ and $\left\|x_{2}\right\| \leq M\left\|w_{2}\right\| \leq(M / 2)\|w\|$. Continuing inductively, we construct the sequences $\left\{w_{n}\right\},\left\{\delta_{n}\right\}$ and $\left\{x_{n}\right\}$ so that

$$
\begin{gathered}
w_{n}=w_{n-1}-S\left(x_{n-1}\right), \\
\delta_{n}=\|w\| / 2^{n},
\end{gathered}
$$

and $x_{n}$ so that

$$
\left\|w_{n}-S\left(x_{n}\right)\right\|<\delta_{n}
$$

and

$$
\left\|x_{n}\right\| \leq M\left\|w_{n}\right\|<\left(M / 2^{n-1}\right)\|w\| .
$$

It follows that the infinite series $\sum x_{n}$ converges in $X$, its sequence of partial sums being a Cauchy sequence, to an element $x$ and that $\|x\| \leq$ $2 M\|w\|$. Also, $w_{n}=w-\sum_{i=1}^{n-1} S\left(x_{i}\right)$. So, since $S$ is continuous and $0=\lim w_{n}$, we have that $S(x)=S\left(\sum_{n=1}^{\infty} x_{n}\right)=\sum_{n=1}^{\infty} S\left(x_{n}\right)=w$. Finally, for any $w \in Y$, we have that

$$
\left\|S^{-1}(w)\right\|=\|x\| \leq 2 M\|w\|,
$$

and the proof is complete.
THEOREM 4.4. (Open Mapping Theorem) Let $T$ be a continuous linear transformation of a Banach space $X$ onto a Banach space $Y$. Then $T$ is an open map.
PROOF. Since $T$ is continuous, its kernel $M$ is a closed linear subspace of $X$. Let $S$ be the unique linear transformation of $X / M$ onto $Y$ satisfying $T=S \circ \pi$, where $\pi$ denotes the natural map of $X$ onto $X / M$. Then, by Theorems 3.4 and $4.2, S$ is a continuous isomorphism of the Banach space $X / M$ onto the Banach space $Y$. Hence, $S$ is an open map, whence $T$ is an open map.

THEOREM 4.5. (Closed Graph Theorem) Suppose $T$ is a linear transformation of a Banach space $X$ into a Banach space $Y$, and assume that the graph $G$ of $T$ is a closed subset of the product Banach space $X \times Y=X \oplus Y$. Then $T$ is continuous.

PROOF. Since the graph $G$ is a closed linear subspace of the Banach space $X \oplus Y$, it is itself a Banach space in the restricted norm (max norm) from $X \oplus Y$. The map $S$ from $G$ to $X$, defined by $S(x, T(x))=x$, is therefore a norm-decreasing isomorphism of $G$ onto $X$. Hence $S^{-1}$ is continuous by the Isomorphism Theorem. The linear transformation $P$ of $X \oplus Y$ into $Y$, defined by $P(x, y)=y$, is norm-decreasing whence continuous. Finally, $T=P \circ S^{-1}$, and so is continuous.

EXERCISE 4.5. (a) Let $X$ be the vector space of all continuous functions on $[0,1]$ that have uniformly continuous derivatives on $(0,1)$. Define a norm on $X$ by $\|f\|=\sup _{0<x<1}|f(x)|+\sup _{0<x<1}\left|f^{\prime}(x)\right|$. Let $Y$ be the vector space of all uniformly continuous functions on $(0,1)$, equipped with the norm $\|f\|=\sup _{0<x<1}|f(x)|$. Define $T: X \rightarrow Y$ by $T(f)=f^{\prime}$. Prove that $X$ and $Y$ are Banach spaces and that $T$ is a continuous linear transformation.
(b) Now let $X$ be the vector space of all absolutely continuous functions $f$ on $[0,1]$, for which $f(0)=0$ and whose derivative $f^{\prime}$ is in $L^{p}$ (for some fixed $1 \leq p \leq \infty)$. Define a norm on $X$ by $\|f\|=\|f\|_{p}$. Let $Y=L^{p}$, and define $T: X \rightarrow Y$ by $T(f)=f^{\prime}$. Prove that $T$ is not continuous, but that the graph of $T$ is closed in $X \times Y$. How does this example relate to the preceding theorem?
(c) Prove analogous results to Theorems 4.3, 4.4, and 4.5 for locally convex, Fréchet spaces.

DEFINITION. Let $X$ and $Y$ be normed linear spaces. By $L(X, Y)$ we shall mean the set of all continuous linear transformations from $X$ into $Y$. We refer to elements of $L(X, Y)$ as operators from $X$ to $Y$. If $T \in L(X, Y)$, we define the norm of $T$, denoted by $\|T\|$, by

$$
\|T\|=\sup _{\|x\| \leq 1}\|T(x)\|
$$

EXERCISE 4.6. Let $X$ and $Y$ be normed linear spaces.
(a) Let $T$ be a linear transformation of $X$ into $Y$. Verify that $T \in L(X, Y)$ if and only if

$$
\|T\|=\sup _{\|x\| \leq 1}\|T(x)\|<\infty
$$

(b) Let $T$ be in $L(X, Y)$. Show that the norm of $T$ is the infimum of all numbers $M$ for which $\|T(x)\| \leq M\|x\|$ for all $x \in X$.
(c) For each $x \in X$ and $T \in L(X, Y)$, show that $\|T(x)\| \leq\|T\|\|x\|$.

THEOREM 4.6. Let $X$ and $Y$ be normed linear spaces.
(1) The set $L(X, Y)$ is a vector space with respect to pointwise addition and scalar multiplication. If $X$ and $Y$ are complex normed linear spaces, then $L(X, Y)$ is a complex vector space.
(2) $L(X, Y)$, equipped with the norm defined above, is a normed linear space.
(3) If $Y$ is a Banach space, then $L(X, Y)$ is a Banach space.

PROOF. We prove part 3 and leave parts 1 and 2 to the exercises. Thus, suppose $Y$ is a Banach space, and let $\left\{T_{n}\right\}$ be a Cauchy sequence in $L(X, Y)$. Then the sequence $\left\{\left\|T_{n}\right\|\right\}$ is bounded, and we let $M$ be a number for which $\left\|T_{n}\right\| \leq M$ for all $n$. For each $x \in X$, we have that $\left\|\left(T_{n}(x)-T_{m}(x)\right)\right\| \leq\left\|T_{n}-T_{m}\right\|\|x\|$, whence the sequence $\left\{T_{n}(x)\right\}$ is a Cauchy sequence in the complete metric space $Y$. Hence there exists an element $T(x) \in Y$ such that $T(x)=\lim T_{n}(x)$. This mapping $T$, being the pointwise limit of linear transformations, is a linear transformation, and it is continuous, since $\|T(x)\|=\lim \left\|T_{n}(x)\right\| \leq M\|x\|$. Consequently, $T$ is an element of $L(X, Y)$.
We must show finally that $T$ is the limit in $L(X, Y)$ of the sequence $\left\{T_{n}\right\}$. To do this, let $\epsilon>0$ be given, and choose an $N$ such that $\left\|T_{n}-T_{m}\right\|<\epsilon / 2$ if $n, m \geq N$. If $x \in X$ and $\|x\| \leq 1$, then

$$
\begin{aligned}
\left\|T(x)-T_{n}(x)\right\| & \leq \limsup _{m}\left\|T(x)-T_{m}(x)\right\|+\underset{m}{\lim \sup }\left\|T_{m}(x)-T_{n}(x)\right\| \\
& \leq 0+\limsup _{m}\left\|T_{m}-T_{n}\right\|\|x\| \\
& \leq \epsilon / 2
\end{aligned}
$$

whenever $n \geq N$. Since this is true for an arbitrary $x$ for which $\|x\| \leq 1$, it follows that

$$
\left\|T-T_{n}\right\| \leq \epsilon / 2<\epsilon
$$

whenever $n \geq N$, as desired.
EXERCISE 4.7. Prove parts 1 and 2 of Theorem 4.6.
The next theorem gives another application to functional analysis of the Baire category theorem.

THEOREM 4.7. (Uniform Boundedness Principle) Let $X$ be a Banach space, let $Y$ be a normed linear space, and suppose $\left\{T_{n}\right\}$ is a sequence of elements in $L(X, Y)$. Assume that, for each $x \in X$, the sequence $\left\{T_{n}(x)\right\}$ is bounded in $Y$. (That is, the sequence $\left\{T_{n}\right\}$ is pointwise bounded.) Then there exists a positive constant $M$ such that $\left\|T_{n}\right\| \leq M$ for all $n$. (That is, the sequence $\left\{T_{n}\right\}$ is uniformly bounded.)

PROOF. For each positive integer $j$, let $A_{j}$ be the set of all $x \in X$ such that $\left\|T_{n}(x)\right\| \leq j$ for all $n$. Then each $A_{j}$ is closed $\left(A_{j}=\cap_{n} T_{n}^{-1}\left(\bar{B}_{j}\right)\right)$, and $X=\cup A_{j}$. By the Baire category theorem, some $A_{j}$, say $A_{J}$, has nonempty interior. Let $\epsilon>0$ and $x_{0} \in X$ be such that $A_{J}$ contains $B_{\epsilon}\left(x_{0}\right)$. It follows immediately that $A_{J}-x_{0} \subseteq A_{2 J}$, from which it follows that $A_{2 J}$ contains $B_{\epsilon}$. Hence, if $\|z\|<\epsilon$, then $\left\|T_{n}(z)\right\| \leq 2 J$ for all $n$. Now, given a nonzero $x \in X$, we write $z=(\epsilon / 2\|x\|) x$. So, for any $n$,

$$
\begin{aligned}
\left\|T_{n}(x)\right\| & =(2\|x\| / \epsilon)\left\|T_{n}(z)\right\| \\
& \leq(2\|x\| / \epsilon)(2 J) \\
& =M\|x\|,
\end{aligned}
$$

where $M=4 J / \epsilon$. It follows then that $\left\|T_{n}\right\| \leq M$ for all $n$, as desired.
THEOREM 4.8. Let $X$ be a Banach space, let $Y$ be a normed linear space, let $\left\{T_{n}\right\}$ be a sequence of elements of $L(X, Y)$, and suppose that $\left\{T_{n}\right\}$ converges pointwise to a function $T: X \rightarrow Y$. Then $T$ is a continuous linear transformation of $X$ into $Y$; i.e., the pointwise limit of a sequence of continuous linear transformations from a Banach space into a normed linear space is continuous and linear.

PROOF. It is immediate that the pointwise limit (when it exists) of a sequence of linear transformations is again linear. Since any convergent sequence in $Y$, e.g., $\left\{T_{n}(x)\right\}$, is bounded, it follows from the preceding theorem that there exists an $M$ so that $\left\|T_{n}\right\| \leq M$ for all $n$, whence $\left\|T_{n}(x)\right\| \leq M\|x\|$ for all $n$ and all $x \in X$. Therefore, $\|T(x)\| \leq M\|x\|$ for all $x$, and this implies that $T$ is continuous.

EXERCISE 4.8. (a) Extend the Uniform Boundedness Principle from a sequence to a set $S$ of elements of $L(X, Y)$.
(b) Restate the Uniform Boundedness Principle for a sequence $\left\{f_{n}\right\}$ of continuous linear functionals, i.e., for a sequence in $L(X, \mathbb{R})$ or $L(X, \mathbb{C})$.
(c) Let $c_{c}$ denote the vector space of all sequences $\left\{a_{j}\right\}, j=1,2, \ldots$ that are eventually 0 , and define a norm on $c_{c}$ by

$$
\left\|\left\{a_{j}\right\}\right\|=\max \left|a_{j}\right| .
$$

Define a linear functional $f_{n}$ on $c_{c}$ by $f_{n}\left(\left\{a_{j}\right\}\right)=n a_{n}$. Prove that the sequence $\left\{f_{n}\right\}$ is a sequence of continuous linear functionals that is pointwise bounded but not uniformly bounded in norm. Why doesn't this contradict the Uniform Boundedness Principle?
(d) Let $c_{c}$ be as in part c. Define a sequence $\left\{f_{n}\right\}$ of linear functionals on $c_{c}$ by $f_{n}\left(\left\{a_{j}\right\}\right)=\sum_{j=1}^{n} a_{j}$. Show that $\left\{f_{n}\right\}$ is a sequence of continuous linear functionals that converges pointwise to a discontinuous linear functional. Why doesn't this contradict Theorem 4.8?
(e) Let $c_{0}$ denote the Banach space of sequences $a_{0}, a_{1}, \ldots$ for which $\lim a_{n}=0$, where the norm on $c_{0}$ is given by

$$
\left\|\left\{a_{n}\right\}\right\|=\max \left|a_{n}\right|
$$

If $\alpha=\left\{n_{1}<n_{2}<\ldots<n_{k}\right\}$ is a finite set of positive integers, define $f_{\alpha}$ on $c_{0}$ by

$$
f_{\alpha}\left(\left\{a_{j}\right\}\right)=f_{n_{1}, \ldots, n_{k}}\left(\left\{a_{j}\right\}\right)=n_{1} a_{n_{k}}
$$

Show that each $f_{\alpha}$ is a continuous linear functional on $c_{0}$.
(f) Let $D$ denote the set consisting of all the finite sets $\alpha=\left\{n_{1}<n_{2}<\right.$ $\left.\ldots<n_{k}\right\}$ of positive integers. Using inclusion as the partial ordering on $D$, show that $D$ is a directed set, and let $\left\{f_{\alpha}\right\}$ be the corresponding net of linear functionals, as defined in part e, on $c_{0}$. Show that $\lim _{\alpha} f_{\alpha}=0$. Show also that the net $\left\{f_{\alpha}\right\}$ is not uniformly bounded in norm. Explain why this does not contradict part a of this exercise.

DEFINITION. A Banach algebra is a Banach space $A$ on which there is also defined a binary operation $\times$ of multiplication that is associative, (left and right) distributive over addition, satisfies

$$
\lambda(x \times y)=(\lambda x) \times y=x \times(\lambda y)
$$

for all scalars $\lambda$ and all $x, y \in A$, and for which $\|x y\| \leq\|x\|\|y\|$ for all $x, y \in A$.

EXERCISE 4.9. Let $X$ be a Banach space. Using composition of transformations as a multiplication, show that $L(X, X)$ is a Banach algebra.

EXERCISE 4.10. Let $X$ be the Banach space $\mathbb{R}^{2}$ with respect to the usual norm

$$
\|x\|=\left\|\left(x_{1}, x_{2}\right)\right\|=\sqrt{x_{1}^{2}+x_{2}^{2}}
$$

and let $(1,0)$ and $(0,1)$ be the standard basis for $X$. Let $T$ be an element of $L(X, X)$, and represent $T$ by a $2 \times 2$ matrix $\left(\begin{array}{cc}a & b \\ c & d\end{array}\right)$. Compute the norm of $T$ in terms of $a, b, c, d$. Can you do the same for $X=\mathbb{R}^{3}$ ?

EXERCISE 4.11. Let $X$ be a normed linear space, let $Y$ be a dense subspace of $X$, and let $Z$ be a Banach space.
(a) If $T \in L(Y, Z)$, show that there exists a unique element $T^{\prime} \in L(X, Z)$ such that the restriction of $T^{\prime}$ to $Y$ is $T$. That is, $T$ has a unique continuous extension to all of $X$.
(b) Show that the map $T \rightarrow T^{\prime}$, of part a, is an isometric isomorphism of $L(Y, Z)$ onto $L(X, Z)$.
(c) Suppose $\left\{T_{n}\right\}$ is a uniformly bounded sequence of elements of $L(X, Z)$. Suppose that the sequence $\left\{T_{n}(y)\right\}$ converges for every $y \in Y$. Show that the sequence $\left\{T_{n}(x)\right\}$ converges for every $x \in X$.

EXERCISE 4.12. Let $X$ be a normed linear space, and let $\bar{X}$ denote the completion of the metric space $X$ (e.g., the space of equivalence classes of Cauchy sequences in $X$ ). Show that $\bar{X}$ is in a natural way a Banach space with $X$ isometrically imbedded as a dense subspace.

THEOREM 4.9. (Hahn-Banach Theorem, Normed Linear Space Version) Let $Y$ be a subspace of a normed linear space $X$. Suppose $f$ is a continuous linear functional on $Y$; i.e., $f \in L(Y, \mathbb{R})$. Then there exists a continuous linear functional $g$ on $X$, i.e., an element of $L(X, \mathbb{R})$, such that
(1) $g$ is an extension of $f$.
(2) $\|g\|=\|f\|$.

PROOF. If $\rho$ is defined on $X$ by $\rho(x)=\|f\|\|x\|$, then $\rho$ is a seminorm on $X$. Clearly,

$$
f(y) \leq|f(y)| \leq\|f\|\|y\|=\rho(y)
$$

for all $y \in Y$. By the seminorm version of the Hahn-Banach Theorem, there exists a linear functional $g$ on $X$, which is an extension of $f$, such that $g(x) \leq \rho(x)=\|f\|\|x\|$, for all $x \in X$, and this implies that $g$ is continuous, and $\|g\| \leq\|f\|$. Obviously $\|g\| \geq\|f\|$ since $g$ is an extension of $f$.

EXERCISE 4.13. (a) Let $X$ be a normed linear space and let $x \in$ $X$. Show that $\|x\|=\sup _{f} f(x)$, where the supremum is taken over all continuous linear functionals $f$ for which $\|f\| \leq 1$. Show, in fact, that this supremum is actually attained.
(b) Use part a to derive the integral form of Minkowski's inequality. That is, if $(X, \mu)$ is a $\sigma$-finite measure space, and $F(x, y)$ is a $\mu \times \mu$-measurable function on $X \times X$, then

$$
\left(\int\left|\int F(x, y) d y\right|^{p} d x\right)^{1 / p} \leq \int\left(\int|F(x, y)|^{p} d x\right)^{1 / p} d y
$$

where $1 \leq p<\infty$.
(c) Let $1 \leq p<\infty$, and let $X$ be the complex Banach space $L^{p}(\mathbb{R})$. Let $p^{\prime}$ be such that $1 / p+1 / p^{\prime}=1$, and let $D$ be a dense subspace of $L^{p^{\prime}}(\mathbb{R})$. If $f \in X$, show that

$$
\|f\|_{p}=\sup _{\|g\|_{p^{\prime}}=1}\left|\int f(x) g(x) d x\right|
$$

EXERCISE 4.14. Let $X$ and $Y$ be normed linear spaces, and let $T \in$ $L(X, Y)$. Prove that the norm of $T$ is given by

$$
\|T\|=\sup _{x} \sup _{f}|f(T(x))|,
$$

where the supremum is taken over all $x \in X,\|x\| \leq 1$ and all $f \in L(Y, \mathbb{R})$ for which $\|f\| \leq 1$.

We close this chapter with a theorem from classical analysis.
THEOREM 4.10. (Riesz Interpolation Theorem) Let $D$ be the linear space of all complex-valued measurable simple functions on $\mathbb{R}$ that have compact support, and let $T$ be a linear transformation of $D$ into the linear space $M$ of all complex-valued measurable functions on $\mathbb{R}$. Let $1 \leq p_{0}<p_{1}<\infty$ be given, and suppose that:
(1) There exist numbers $q_{0}$ and $m_{0}$, with $1<q_{0} \leq \infty$, such that $\|T(f)\|_{q_{0}} \leq m_{0}\|f\|_{p_{0}}$ for all $f \in D$; i.e., $T$ has a unique extension to a bounded operator $T_{0}$ from $L^{p_{0}}$ into $L^{q_{0}}$, and $\left\|T_{0}\right\| \leq m_{0}$.
(2) There exist numbers $q_{1}$ and $m_{1}$, with $1<q_{1} \leq \infty$, such that $\|T(f)\|_{q_{1}} \leq m_{1}\|f\|_{p_{1}}$ for all $f \in D$; i.e., $T$ has a unique extension to a bounded operator $T_{1}$ from $L^{p_{1}}$ into $L^{q_{1}}$, and $\left\|T_{1}\right\| \leq m_{1}$.
Let $p$ satisfy $p_{0}<p<p_{1}$, and define $t \in(0,1)$ by

$$
1 / p=(1-t) / p_{0}+t / p_{1}
$$

i.e.,

$$
t=\frac{1 / p-1 / p_{0}}{1 / p_{1}-1 / p_{0}}
$$

Now define $q$ by

$$
1 / q=(1-t) / q_{0}+t / q_{1}
$$

Then

$$
\|T(f)\|_{q} \leq m_{p}\|f\|_{p}
$$

for all $f \in D$, where

$$
m_{p}=m_{0}^{1-t} m_{1}^{t} .
$$

Hence, $T$ has a unique extension to a bounded operator $T_{p}$ from $L^{p}$ into $L^{q}$, and $\left\|T_{p}\right\| \leq m_{p}$.

PROOF. For any $1<r<\infty$, we write $r^{\prime}$ for the conjugate number defined by $1 / r+1 / r^{\prime}=1$. Let $f \in D$ be given, and suppose that $\|f\|_{p}=1$. If the theorem holds for all such $f$, it will hold for all $f \in D$. (Why?) Because $T(f)$ belongs to $L^{q_{0}}$ and to $L^{q_{1}}$ by hypothesis, it follows that $T(f) \in L^{q}$, so that it is only the inequality on the norms that we must verify. We will show that $\left|\int[T(f)](y) g(y) d y\right| \leq m_{p}$, whenever $g \in D \cap L^{q^{\prime}}$ with $\|g\|_{q^{\prime}}=1$. This will complete the proof (see Exercise 4.13). Thus, let $g$ be such a function. Write $f=\sum_{j=1}^{n} a_{j} \chi_{A_{j}}$ and $g=\sum_{k=1}^{m} b_{k} \chi_{B_{k}}$, for $\left\{A_{j}\right\}$ and $\left\{B_{k}\right\}$ disjoint bounded measurable sets and $a_{j}$ and $b_{k}$ nonzero complex numbers.
For each $z \in \mathbb{C}$, define

$$
\alpha(z)=(1-z) / p_{0}+z / p_{1}
$$

and

$$
\beta(z)=(1-z) / q_{0}^{\prime}+z / q_{1}^{\prime} .
$$

Note that $\alpha(t)=1 / p$ and $\beta(t)=1 / q^{\prime}$.
We extend the definition of the signum function to the complex plane as follows: If $\lambda$ is a nonzero complex number, define $\operatorname{sgn}(\lambda)$ to be $\lambda /|\lambda|$. For each complex $z$, define the simple functions

$$
f_{z}=\sum_{j=1}^{n} \operatorname{sgn}\left(a_{j}\right)\left|a_{j}\right|^{\alpha(z) / \alpha(t)} \chi_{A_{j}}
$$

and

$$
g_{z}=\sum_{k=1}^{m} \operatorname{sgn}\left(b_{k}\right)\left|b_{k}\right|^{\beta(z) / \beta(t)} \chi_{B_{k}}
$$

and finally put

$$
\begin{aligned}
F(z) & =\int\left[T\left(f_{z}\right)\right](y) g_{z}(y) d y \\
& =\sum_{j=1}^{n} \sum_{k=1}^{m} \operatorname{sgn}\left(a_{j}\right) \operatorname{sgn}\left(b_{k}\right)\left|a_{j}\right|^{p \alpha(z)}\left|b_{k}\right|^{q^{\prime} \beta(z)} \int\left[T\left(\chi_{A_{j}}\right)\right](y) \chi_{B_{k}}(y) d y \\
& =\sum_{j=1}^{n} \sum_{k=1}^{m} c_{j k} e^{d_{j k} z}
\end{aligned}
$$

where the $c_{j k}$ 's are complex numbers and the $d_{j k}$ 's are real numbers. Observe that $F$ is an entire function of the complex variable $z$, and that it is bounded on the closed strip $0 \leq \Re z \leq 1$. Note also that $\int[T(f)](y) g(y) d y$, the quantity we wish to estimate, is precisely $F(t)$. Observe next that

$$
\begin{aligned}
\sup _{s \in \mathbb{R}}|F(i s)|= & \sup _{s}\left|\int\left[T\left(f_{i s}\right)\right](y) g_{i s}(y) d y\right| \\
\leq & \sup _{s}\left(\int\left|\left[T\left(f_{i s}\right)\right](y)\right|^{q_{0}} d y\right)^{1 / q_{0}}\left(\int\left|g_{i s}(y)\right|^{q_{0}^{\prime}} d y\right)^{1 / q_{0}^{\prime}} \\
\leq & \sup _{s} m_{0}\left\|f_{i s}\right\|_{p_{0}}\left\|g_{i s}\right\|_{q_{0}^{\prime}} \\
= & \sup _{s} m_{0}\left(\int \sum_{j}\left|\left(\left|a_{j}\right|^{p_{0} \alpha(i s) / \alpha(t)}\right)\right| \chi_{A_{j}}(y) d y\right)^{1 / p_{0}} \\
& \times\left(\int \sum_{k}\left|\left(\left|b_{k}\right|^{q_{0}^{\prime} \beta(i s) / \beta(t)}\right)\right| \chi_{B_{k}}(y) d y\right)^{1 / q_{0}^{\prime}} \\
= & \left.m_{0} \sup _{s} \int \sum_{j}\left|a_{j}\right|^{p} \chi_{A_{j}}(y) d y\right)^{1 / p_{0}} \\
& \times\left(\int \sum_{k}\left|b_{k}\right|^{q^{\prime}} \chi_{B_{k}}(y) d y\right)^{1 / q_{0}^{\prime}} \\
= & m_{0}\|f\|_{p}^{p / p_{0}}\|g\|_{q^{\prime}}^{q^{\prime} / q_{0}^{\prime}} \\
= & m_{0}
\end{aligned}
$$

By a similar calculation, we see that

$$
\sup _{s \in \mathbb{R}}|F(1+i s)| \leq m_{1}
$$

The proof of the theorem is then completed by appealing to the lemma from complex variables that follows.

LEMMA. Suppose $F$ is a complex-valued function that is bounded and continuous on the closed strip $0 \leq \Re z \leq 1$ and analytic on the open strip $0<\Re z<1$. Assume that $m_{0}$ and $m_{1}$ are real numbers satisfying

$$
m_{0} \geq \sup _{s \in \mathbb{R}}|F(i s)|
$$

and

$$
m_{1} \geq \sup _{s \in \mathbb{R}}|F(1+i s)| .
$$

Then

$$
\sup _{s \in \mathbb{R}}|F(t+i s)| \leq m_{0}^{1-t} m_{1}^{t}
$$

for all $0 \leq t \leq 1$.
PROOF. We may assume that $m_{0}$ and $m_{1}$ are positive. Define a function $G$ on the strip $0 \leq \Re z \leq 1$ by

$$
G(z)=F(z) / m_{0}^{1-z} m_{1}^{z}
$$

Then $G$ is continuous and bounded on this strip and is analytic on the open strip $0<\Re z<1$. It will suffice to prove that

$$
\sup _{s \in \mathbb{R}}|G(t+i s)| \leq 1
$$

For each positive integer $n$, define $G_{n}(z)=G(z) e^{z^{2} / n}$. Then each function $G_{n}$ is continuous and bounded on the strip $0 \leq \Re z \leq 1$ and analytic on the open strip $0<\Re z<1$. Also, $G(z)=\lim G_{n}(z)$ for all $z$ in the strip. It will suffice then to show that $\lim \left|G_{n}(z)\right| \leq 1$ for each $z$ for which $0<\Re z<1$. Fix $z_{0}=x_{0}+i y_{0}$ in the open strip, and choose a $Y>\left|y_{0}\right|$ such that $\left|G_{n}(z)\right|=\left|G_{n}(x+i y)\right|=|G(z)| e^{\left(x^{2}-y^{2}\right) / n}<1$ whenever $|y| \geq Y$. Let $\Gamma$ be the rectangular contour determined by the four points $(0,-Y),(1,-Y),(1, Y)$, and $(0, Y)$. Then, by the Maximum Modulus Theorem, we have

$$
\begin{aligned}
\left|G_{n}\left(z_{0}\right)\right| & \leq \max _{z \in \Gamma}\left|G_{n}(z)\right| \\
& \leq \max \left(1, \sup _{s \in \mathbb{R}}\left|G_{n}(1+i s)\right|, 1, \sup _{s \in \mathbb{R}}\left|G_{n}(i s)\right|\right) \\
& =e^{1 / n}
\end{aligned}
$$

proving that $\lim \left|G_{n}\left(z_{0}\right)\right| \leq 1$, and this completes the proof of the lemma.

EXERCISE 4.15. Verify that the Riesz Interpolation Theorem holds with $\mathbb{R}$ replaced by any regular $\sigma$-finite measure space.

## CHAPTER V

## DUAL SPACES

DEFINITION Let $(X, \mathcal{T})$ be a (real) locally convex topological vector space. By the dual space $X^{*}$, or $(X, \mathcal{T})^{*}$, of $X$ we mean the set of all continuous linear functionals on $X$.
By the weak topology on $X$ we mean the weakest topology $\mathcal{W}$ on $X$ for which each $f \in X^{*}$ is continuous. In this context, the topology $\mathcal{T}$ is called the strong topology or original topology on $X$.

EXERCISE 5.1. (a) Prove that $X^{*}$ is a vector space under pointwise operations.
(b) Show that $\mathcal{W} \subseteq \mathcal{T}$. Show also that $(X, \mathcal{W})$ is a locally convex topological vector space.
(c) Show that if $X$ is infinite dimensional then every weak neighborhood of 0 contains a nontrivial subspace $M$ of $X$. HINT: If $V=\cap_{i=1}^{n} f_{i}^{-1}\left(U_{i}\right)$, and if $M=\cap_{i=1}^{n} \operatorname{ker}\left(f_{i}\right)$, then $M \subseteq V$.
(d) Show that a linear functional $f$ on $X$ is strongly continuous if and only if it is weakly continuous; i.e., prove that $(X, \mathcal{T})^{*}=(X, \mathcal{W})^{*}$.
(e) Prove that $X$ is finite dimensional if and only if $X^{*}$ is finite dimensional, in which case $X$ and $X^{*}$ have the same dimension.

EXERCISE 5.2. (a) For $1<p<\infty$, let $X$ be the normed linear space $L^{p}(\mathbb{R})$. For each $g \in L^{p^{\prime}}(\mathbb{R})\left(1 / p+1 / p^{\prime}=1\right)$, define a linear functional $\phi_{g}$ on $X$ by

$$
\phi_{g}(f)=\int f(x) g(x) d x
$$

Prove that the map $g \rightarrow \phi_{g}$ is a vector space isomorphism of $L^{p^{\prime}}(\mathbb{R})$ onto $X^{*}$.
(b) By analogy to part a, show that $L^{\infty}(\mathbb{R})$ is isomorphic as a vector space to $L^{1}(\mathbb{R})^{*}$.
(c) Let $c_{0}$ be the normed linear space of real sequences $\left\{a_{0}, a_{1}, \ldots\right\}$ for which $\lim a_{n}=0$ with respect to the norm defined by $\left\|\left\{a_{n}\right\}\right\|=\max \left|a_{n}\right|$. Show that $c_{0}^{*}$ is algebraically isomorphic to $l^{1}$, where $l^{1}$ is the linear space of all absolutely summable sequences $\left\{b_{0}, b_{1}, \ldots\right\}$. HINT: If $f \in c_{0}^{*}$, define $b_{n}$ to be $f\left(e^{n}\right)$, where $e^{n}$ is the element of $c_{0}$ that is 1 in the $n$th position and 0 elsewhere.
(d) In each of parts a through c, show that the weak and strong topologies are different. Exhibit, in fact, nets (sequences) which converge weakly but not strongly.
(e) Let $X=L^{\infty}(\mathbb{R})$. For each function $g \in L^{1}(\mathbb{R})$, define $\phi_{g}$ on $X$ by $\phi_{g}(f)=\int f g$. Show that $\phi_{g}$ is an element of $X^{*}$. Next, for each finite Borel measure $\mu$ on $\mathbb{R}$, define $\phi_{\mu}$ on $X$ by $\phi_{\mu}(f)=\int f d \mu$. Show that $\phi_{\mu}$ is an element of $X^{*}$. Conclude that, in this sense, $L^{1}(\mathbb{R})$ is a proper subset of $\left(L^{\infty}\right)^{*}$.
(f) Let $\Delta$ be a second countable locally compact Hausdorff space, and let $X$ be the normed linear space $C_{0}(\Delta)$ equipped with the supremum norm. Identify $X^{*}$.
(g) Let $X_{1}, \ldots, X_{n}$ be locally convex topological vector spaces. If $X=$ $\bigoplus_{i=1}^{n} X_{i}$, show that $X^{*}$ is isomorphic to $\bigoplus_{i=1}^{n} X_{i}^{*}$.

THEOREM 5.1. (Relation between the Weak and Strong Topologies) Let $(X, \mathcal{T})$ be a locally convex topological vector space.
(1) Let $A$ be a convex subset of $X$. Then $A$ is strongly closed if and only if it is weakly closed.
(2) If $A$ is a convex subset of $X$, then the weak closure of $A$ equals the strong closure of $A$.
(3) If $\left\{x_{\alpha}\right\}$ is a net in $X$ that converges weakly to an element $x$, then there exists a net $\left\{y_{\beta}\right\}$, for which each $y_{\beta}$ is a (finite) convex combination of some of the $x_{\alpha}$ 's, such that $\left\{y_{\beta}\right\}$ converges strongly to $x$. If $\mathcal{T}$ is metrizable, then the net $\left\{y_{\beta}\right\}$ can be chosen to be a sequence.

PROOF. If $A$ is a weakly closed subset, then it is strongly closed since $\mathcal{W} \subseteq \mathcal{T}$. Conversely, suppose that $A$ is a strongly closed convex set and let $x \in X$ be an element not in $A$. Then, by the Separation Theorem, there exists a continuous linear functional $\phi$ on $X$, and a real number $s$, such that $\phi(y) \leq s$ for all $y \in A$ and $\phi(x)>s$. But then the set $\phi^{-1}(s, \infty)$ is a weakly open subset of $X$ that contains $x$ and is disjoint from $A$, proving that $A$ is weakly closed, as desired.
If $A$ is a convex subset of $X$, and if $B$ is the weak closure and $C$ is the strong closure, then clearly $A \subseteq C \subseteq B$. On the other hand, $C$ is convex and strongly closed, hence $C$ is weakly closed. Therefore, $B=C$, and part 2 is proved.
Now let $\left\{x_{\alpha}\right\}$ be a weakly convergent net in $X$, and let $A$ be the convex hull of the $x_{\alpha}$ 's. If $x=\lim _{\mathcal{W}} x_{\alpha}$, then $x$ belongs to the weak closure of $A$, whence to the strong closure of $A$. Let $\left\{y_{\beta}\right\}$ be a net (sequence if $\mathcal{T}$ is metrizable) of elements of $A$ that converges strongly to $x$. Then each $y_{\beta}$ is a finite convex combination of certain of the $x_{\alpha}$ 's, and part 3 is proved.
DEFINITION. Let $X$ be a locally convex topological vector space, and let $X^{*}$ be its dual space. For each $x \in X$, define a function $\hat{x}$ on $X^{*}$ by $\hat{x}(f)=f(x)$. By the weak* topology on $X^{*}$, we mean the weakest topology $\mathcal{W}^{*}$ on $X^{*}$ for which each function $\hat{x}$, for $x \in X$, is continuous.

THEOREM 5.2. (Duality Theorem) Let $(X, \mathcal{T})$ be a locally convex topological vector space, and let $X^{*}$ be its dual space. Then:
(1) Each function $\hat{x}$ is a linear functional on $X^{*}$.
(2) $\left(X^{*}, \mathcal{W}^{*}\right)$ is a locally convex topological vector space. (Each $\hat{x}$ is continuous on $\left(X^{*}, \mathcal{W}^{*}\right)$.)
(3) If $\phi$ is a continuous linear functional on $\left(X^{*}, \mathcal{W}^{*}\right)$, then there exists an $x \in X$ such that $\phi=\hat{x}$; i.e., the map $x \rightarrow \hat{x}$ is a linear transformation of $X$ onto $\left(X^{*}, \mathcal{W}^{*}\right)^{*}$.
(4) The map $x \rightarrow \hat{x}$ is a topological isomorphism between $(X, \mathcal{W})$ and $\left(\left(X^{*}, \mathcal{W}^{*}\right)^{*}, \mathcal{W}^{*}\right)$.

PROOF. If $x \in X$, then

$$
\begin{aligned}
\hat{x}(a f+b g) & =(a f+b g)(x) \\
& =a f(x)+b g(x) \\
& =a \hat{x}(f)+b \hat{x}(g),
\end{aligned}
$$

proving part 1.

By the definition of the topology $\mathcal{W}^{*}$, we see that each $\hat{x}$ is continuous. Also, the set of all functions $\{\hat{x}\}$ separate the points of $X^{*}$, for if $f, g \in$ $X^{*}$, with $f \neq g$, then $f-g$ is not the 0 functional. Hence there exists an $x \in X$ for which $(f-g)(x)$, which is $\hat{x}(f)-\hat{x}(g)$, is not 0 . Therefore, the weak topology on $X^{*}$, generated by the $\hat{x}$ 's, is a locally convex topology. See part c of Exercise 3.11.

Now suppose $\phi$ is a continuous linear functional on $\left(X^{*}, \mathcal{W}^{*}\right)$, and let $M$ be the kernel of $\phi$. If $M=X^{*}$, then $\phi$ is the 0 functional, which is $\hat{0}$. Assume then that there exists an $f \in X^{*}$, for which $\phi(f)=1$, whence $f \notin M$. Since $\phi$ is continuous, $M$ is a closed subset in $X^{*}$, and there exists a weak* neighborhood $V$ of $f$ which is disjoint from $M$. Therefore, by the definition of the topology $\mathcal{W}^{*}$, there exists a finite set $x_{1}, \ldots, x_{n}$ of elements of $X$ and a finite set $\epsilon_{1}, \ldots, \epsilon_{n}$ of positive real numbers such that

$$
V=\left\{g \in X^{*}:\left|\hat{x_{i}}(g)-\hat{x_{i}}(f)\right|<\epsilon_{i}, 1 \leq i \leq n\right\} .
$$

Define a map $R: X^{*} \rightarrow \mathbb{R}^{n}$ by

$$
R(g)=\left(\hat{x_{1}}(g), \ldots, \hat{x_{n}}(g)\right) .
$$

Clearly $R$ is a continuous linear transformation of $X^{*}$ into $\mathbb{R}^{n}$. Now $R(f) \notin R(M)$, for otherwise there would exist a $g \in M$ such that $\hat{x_{i}}(g)=$ $\hat{x_{i}}(f)$ for all $i$. But this would imply that $g \in V \cap M$, contradicting the choice of the neighborhood $V$. Also, $R(M)$ is a subspace of $\mathbb{R}^{n}$, so contains 0 , implying then that $R(f) \neq 0$. Suppose $R(M)$ is of dimension $j<n$. Let $\alpha_{1}, \ldots, \alpha_{n}$ be a basis for $\mathbb{R}^{n}$, such that $\alpha_{1}=R(f)$ and $\alpha_{i} \in R(M)$ for $2 \leq i \leq j+1$. We define a linear functional $p$ on $\mathbb{R}^{n}$ by setting $p\left(\alpha_{1}\right)=1$ and $p\left(\alpha_{i}\right)=0$ for $2 \leq i \leq n$.
Now, $p \circ R$ is a continuous linear functional on $X^{*}$. If $g \in M$, then $(p \circ R)(g)=p(R(g))=0$, since $R(g) \in R(M)$, which is in the span of $\alpha_{2}, \ldots, \alpha_{n}$. Also, $(p \circ R)(f)=p(R(f))=1$, since $R(f)=\alpha_{1}$. So, $p \circ R$ is a linear functional on $X^{*}$ which has the same kernel $M$ as $\phi$ and agrees with $\phi$ on $f$. Therefore, $\phi-p \circ R=0$ everywhere, and $\phi=p \circ R$.
Let $e_{1}, \ldots, e_{n}$ denote the standard basis for $\mathbb{R}^{n}$, and let $A$ be the $n \times$ $n$ matrix relating the bases $e_{1}, \ldots, e_{n}$ and $\alpha_{1}, \ldots, \alpha_{n}$. That is, $e_{i}=$
$\sum_{j=1}^{n} A_{i j} \alpha_{j}$. Then, if $\alpha=\left(a_{1}, \ldots, a_{n}\right)=\sum_{i=1}^{n} a_{i} e_{i}$, we have

$$
\begin{aligned}
p(\alpha) & =\sum_{i=1}^{n} a_{i} p\left(e_{i}\right) \\
& =\sum_{i=1}^{n} a_{i} \sum_{j=1}^{n} A_{i j} p\left(\alpha_{j}\right) \\
& =\sum_{i=1}^{n} a_{i} A_{i 1} .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
\phi(g) & =p \circ R(g) \\
& =p(R(g)) \\
& =p\left(\left(\widehat{x_{1}}(g), \ldots, \widehat{x_{n}}(g)\right)\right) \\
& =\sum_{i=1}^{n} A_{i 1} \widehat{x_{i}}(g) \\
& =\left(\sum_{i=1}^{n} A_{i 1} \widehat{x_{i}}\right)(g) \\
& =\sum_{i=1}^{n} A_{i 1} x_{i}(g) \\
& =\hat{x}(g)
\end{aligned}
$$

where $x=\sum_{i=1}^{n} A_{i 1} x_{i}$, and this proves part 3. We leave the proof of part 4 to the exercises.

EXERCISE 5.3. Prove part 4 of the preceding theorem. HINT: Show that a net $\left\{x_{\alpha}\right\}$ converges in the weak topology of $X$ to an element $x$ if and only if the net $\left\{\widehat{x_{\alpha}}\right\}$ converges in the weak* topology of $\left(X^{*}, \mathcal{W}^{*}\right)^{*}$ to the element $\hat{x}$.
DEFINITION. If $T$ is a continuous linear transformation from a locally convex topological vector space $X$ into a locally convex topological vector space $Y$, we define the transpose $T^{*}$ of $T$ to be the function from $Y^{*}$ into $X^{*}$ given by

$$
\left[T^{*}(f)\right](x)=f(T(x))
$$

EXERCISE 5.4. If $T$ is a continuous linear transformation from a locally convex topological vector space $X$ into a locally convex topological
vector space $Y$, show that the transpose $T^{*}$ is a continuous linear transformation from $\left(Y^{*}, \mathcal{W}^{*}\right)$ into $\left(X^{*}, \mathcal{W}^{*}\right)$.

EXERCISE 5.5. (Continuous Linear Functionals on Dense Subspaces, Part 1) Let $X$ be a locally convex topological vector space, and let $Y$ be a dense subspace of $X$.
(a) Prove that $Y$ is a locally convex topological vector space in the relative topology.
(b) Let $f$ be a continuous linear functional on $Y$, and let $x$ be an element of $X$ that is not in $Y$. Let $\left\{y_{\alpha}\right\}$ be a net of elements of $Y$ for which $x=\lim y_{\alpha}$. Prove that the net $\left\{f\left(y_{\alpha}\right)\right\}$ is a Cauchy net in $\mathbb{R}$, and hence converges.
(c) Let $f$ be in $Y^{*}$. Show that $f$ has a unique extension to a continuous linear functional $f^{\prime}$ on $X$. HINT: Show that $f^{\prime}$ is well-defined and is bounded on a neighborhood of 0 .
(d) Conclude that the map $f \rightarrow f^{\prime}$ of part c is an isomorphism of the vector space $Y^{*}$ onto the vector space $X^{*}$. Compare with Exercise 4.11, part a.

EXERCISE 5.6. (Continuous Linear Functionals on Dense Subspaces, Part 2) Let $Y$ be a dense subspace of a locally convex topological vector space $X$, and equip $Y$ with the relative topology. If $Y$ is a proper subspace of $X$, show that the map $f \rightarrow f^{\prime}$ of part c of the preceding exercise is not a topological isomorphism of $\left(Y^{*}, \mathcal{W}^{*}\right)$ and $\left(X^{*}, \mathcal{W}^{*}\right)$. HINT: Use Theorem 5.2. Compare with part b of Exercise 4.11.

EXERCISE 5.7. (Weak Topologies and Metrizability) Let $X$ be a locally convex topological vector space, and let $X^{*}$ be its dual space.
(a) Show that the weak topology on $X$ is the weakest topology for which each $f_{\alpha}$ is continuous, where the $f_{\alpha}$ 's form a basis for the vector space $X^{*}$. Similarly, show that the weak* topology on $X^{*}$ is the weakest topology for which each $\widehat{x_{\alpha}}$ is continuous, where the $x_{\alpha}$ 's form a basis for the vector space $X$.
(b) Show that the weak* topology on $X^{*}$ is metrizable if and only if, as a vector space, $X$ has a countable basis. Show also that the weak topology on $X$ is metrizable if and only if, as a vector space, $X^{*}$ has a countable basis. HINT: For the "only if" parts, use the fact that in a metric space each point is the intersection of a countable sequence of neighborhoods, whereas, if $X$ has an uncountable basis, then the intersection of any sequence of neighborhoods of 0 must contain a nontrivial subspace of $X$. (c) Let $X$ be the locally convex topological vector space $\prod_{n=1}^{\infty} \mathbb{R}$. Compute $X^{*}$, and verify that it has a countable basis. HINT: Show that $X^{*}$
can be identified with the space of sequences $\left\{a_{1}, a_{2}, \ldots\right\}$ that are eventually 0 . That is, as a vector space, $X^{*}$ is isomorphic to $c_{c}=\bigoplus_{n=1}^{\infty} \mathbb{R}$. (d) Conclude that the topological vector space $X=\prod_{n=1}^{\infty} \mathbb{R}$ is a Fréchet space that is not normable.
DEFINITION. Let $\mathcal{S}$ be Schwartz space, i.e., the countably normed vector space of Exercise 3.10. Elements of the dual space $\mathcal{S}^{*}$ of $\mathcal{S}$ are called tempered distributions on $\mathbb{R}$.

EXERCISE 5.8. (Properties of Tempered Distributions)
(a) If $h$ is a measurable function on $\mathbb{R}$, for which there exists a positive integer $n$ such that $h(x) /\left(1+|x|^{n}\right)$ is in $L^{1}$, we say that $h$ is a tempered function. If $h$ is a tempered function, show that the assignment $f \rightarrow$ $\int_{-\infty}^{\infty} h(t) f(t) d t$ is a tempered distribution $u_{h}$. Show further that $h$ is integrable over any finite interval and that the function $k$, defined by $k(x)=\int_{0}^{x} h(t) d t$ if $x \geq 0$, and by $k(x)=-\int_{x}^{0} h(t) d t$ if $x \leq 0$, also is a tempered function. Show finally that, if $g$ and $h$ are tempered functions for which $u_{g}=u_{h}$, then $g(x)=h(x)$ almost everywhere.
(b) Show that $h(x)=1 / x$ is not a tempered function but that the assignment

$$
f \rightarrow \lim _{\delta \rightarrow 0} \int_{|t| \geq \delta}(1 / t) f(t) d t
$$

is a tempered distribution. (Integrate by parts and use the mean value theorem.) Show further that $h(x)=1 / x^{2}$ is not a tempered function, and also that the assignment

$$
f \rightarrow \lim _{\delta \rightarrow 0} \int_{|t| \geq \delta}\left(1 / t^{2}\right) f(t) d t
$$

is not a tempered distribution. (In fact, this limit fails to exist in general.) In some sense, then, $1 / x$ can be considered to determine a tempered distribution but $1 / x^{2}$ cannot.
(c) If $\mu$ is a Borel measure on $\mathbb{R}$, for which there exists a positive integer $n$ such that $\int\left(1 /\left(1+|x|^{n}\right)\right) d \mu(x)$ is finite, we say that $\mu$ is a tempered measure. If $\mu$ is a tempered measure, show that the assignment $f \rightarrow$ $\int_{-\infty}^{\infty} f(t) d \mu(t)$ is a tempered distribution $u_{\mu}$.
(d) Show that the linear functional $\delta$, defined on $\mathcal{S}$ by $\delta(f)=f(0)$ (the so-called Dirac $\delta$-function), is a tempered distribution, and show that $\delta=u_{\mu}$ for some tempered measure $\mu$.
(e) Show that the linear functional $\delta^{\prime}$, defined on $\mathcal{S}$ by $\delta^{\prime}(f)=-f^{\prime}(0)$, is a tempered distribution, and show that $\delta^{\prime}$ is not the same as any
tempered distribution of the form $u_{h}$ or $u_{\mu}$. HINT: Show that $\delta^{\prime}$ fails to satisfy the dominated convergence theorem.
(f) Let $u$ be a tempered distribution. Define a linear functional $u^{\prime}$ on $\mathcal{S}$ by $u^{\prime}(f)=-u\left(f^{\prime}\right)$. Prove that $u^{\prime}$ is a tempered distribution. We call $u^{\prime}$ the distributional derivative of $u$. As usual, we write $u^{(n)}$ for the $n$th distributional derivative of $u$. We have that

$$
u^{(n)}(f)=(-1)^{n} u\left(f^{(n)}\right)
$$

Verify that if $h$ is a $C^{\infty}$ function on $\mathbb{R}$, for which both $h$ and $h^{\prime}$ are tempered functions, then the distributional derivative $\left(u_{h}\right)^{\prime}$ of $u_{h}$ coincides with the tempered distribution $u_{h^{\prime}}$, showing that distributional differentiation is a generalization of ordinary differentiation. Explain why the minus sign is present in the definition of the distributional derivative.
(g) If $h$ is defined by $h(x)=\ln (|x|)$, show that $h$ is a tempered function, that $h^{\prime}$ is not a tempered function, but that

$$
\left(u_{h}\right)^{\prime}(f)=\lim _{\delta \rightarrow 0} \int_{|t| \geq \delta}(1 / t) f(t) d t=\lim _{\delta \rightarrow 0} \int_{|t| \geq \delta} h^{\prime}(t) f(t) d t
$$

Moreover, compute $\left(u_{h}\right)^{(2)}$ and show that it cannot be interpreted in any way as being integration against a function.
(h) If $h$ is a tempered function, show that there exists a tempered function $k$ whose distributional derivative is $h$, i.e., $u_{k}^{\prime}=u_{h}$.
(i) Suppose $h$ is a tempered function for which the distributional derivative $u_{h}^{\prime}$ of the tempered distribution $u_{h}$ is 0 . Prove that there exists a constant $c$ such that $h(x)=c$ for almost all $x$. HINT: Verify and use the fact that, if $\int_{a}^{b} h(x) f(x) d x=0$ for all functions $f$ that satisfy $\int_{a}^{b} f(x) d x=0$, then $h$ agrees with a constant function almost everywhere on $[a, b]$.

The next result can be viewed as a kind of Riesz representation theorem for the continuous linear functionals on $\mathcal{S}$.

THEOREM 5.3. (Representing a Tempered Distribution as the Derivative of a Function) Let $u$ be a tempered distribution. Then there exists a tempered function $h$ and a nonnegative integer $N$ such that $u$ is the $N$ th distributional derivative $u_{h}^{(N)}$ of the tempered distribution $u_{h}$. We say then that every tempered distribution is the Nth derivative of a tempered function.

PROOF. Let $u \in \mathcal{S}^{*}$ be given. Recall that $\mathcal{S}$ is a countably normed space, where the norms $\left\{\rho_{n}\right\}$ are defined by

$$
\rho_{n}(f)=\sup _{x} \max _{0 \leq i, j \leq n}\left|x^{j} f^{(i)}(x)\right| .
$$

We see then that $\rho_{n} \leq \rho_{n+1}$ for all $n$. Therefore, according to part e of Exercise 3.8, there exists an integer $N$ and a constant $M$ such that $|u(f)| \leq M \rho_{N}(f)$ for all $f \in \mathcal{S}$. Now, for each $f \in \mathcal{S}$, and each nonnegative integer $n$, set

$$
p_{n}(f)=\max _{0 \leq i, j \leq n} \int_{-\infty}^{\infty}\left|t^{j} f^{(i)}(t)\right| d t
$$

There exists a point $x_{0}$ and integers $i_{0}$ and $j_{0}$ such that

$$
\begin{aligned}
\rho_{N}(f) & =\left|x_{0}^{j_{0}} f^{\left(i_{0}\right)}\left(x_{0}\right)\right| \\
& =\left|\int_{-\infty}^{x_{0}} j_{0} t^{j_{0}-1} f^{\left(i_{0}\right)}(t)+t^{j_{0}} f^{\left(i_{0}+1\right)}(t) d t\right| \\
& \leq \int_{-\infty}^{\infty} j_{0}\left|t^{j_{0}-1} f^{\left(i_{0}\right)}(t)+t^{j_{0}} f^{\left(i_{0}+1\right)}(t)\right| d t \\
& \leq(N+1) p_{N+1}(f),
\end{aligned}
$$

showing that $|u(f)| \leq M(N+1) p_{N+1}(f)$ for all $f \in \mathcal{S}$.
Let $Y$ be the normed linear space $\mathcal{S}$, equipped with the norm $p_{N+1}$. Let

$$
X=\bigoplus_{i, j=0}^{N+1} L^{1}(\mathbb{R})
$$

and define a map $F: Y \rightarrow X$ by

$$
[F(f)]_{i, j}(x)=x^{j} f^{(i)}(x)
$$

Then, using the max norm on the direct sum space $X$, we see that $F$ is a linear isometry of $Y$ into $X$. Moreover, the tempered distribution $u$ is a continuous linear functional on $Y$ and hence determines a continuous linear functional $\tilde{u}$ on the subspace $F(Y)$ of $X$. By the Hahn-Banach Theorem, there exists a continuous linear functional $\phi$ on $X$ whose restriction to $F(Y)$ coincides with $\tilde{u}$.

Now $X^{*}=\bigoplus_{i, j=0}^{N+1} L^{\infty}(\mathbb{R})$, whence there exist $L^{\infty}$ functions $v_{i, j}$ such that

$$
\phi(g)=\sum_{i=0}^{N+1} \sum_{j=0}^{N+1} \int g_{i, j}(t) v_{i, j}(t) d t
$$

for all $g=\left\{g_{i, j}\right\} \in X$. Hence, for $f \in \mathcal{S}$, we have

$$
\begin{aligned}
u(f) & =\tilde{u}(F(f)) \\
& =\phi(F(f)) \\
& =\sum_{i=0}^{N+1} \sum_{j=0}^{N+1} \int[F(f)]_{i, j}(t) v_{i, j}(t) d t \\
& =\sum_{i=0}^{N+1} \sum_{j=0}^{N+1} \int t^{j} f^{(i)}(t) v_{i, j}(t) d t \\
& =\sum_{i=0}^{N+1} \int f^{(i)}(t)\left(\sum_{j=0}^{N+1} t^{j} v_{i, j}(t)\right) d t \\
& =\sum_{i=0}^{N+1} \int f^{(i)}(t) v_{i}(t) d t
\end{aligned}
$$

where $v_{i}(t)=\sum_{j=0}^{N+1} t^{j} v_{i, j}(t)$. Clearly, each $v_{i}$ is a tempered function, and we let $w_{i}$ be a tempered function whose $(N+1-i)$ th distributional derivative is $v_{i}$. (See part h of Exercise 5.8.) Then,

$$
\begin{aligned}
u(f) & =\sum_{i=0}^{N+1} \int f^{(i)}(t) w_{i}^{(N+1-i)}(t) d t \\
& =\sum_{i=0}^{N+1}(-1)^{N+1-i} \int f^{(N+1)}(t) w_{i}(t) d t \\
& =\int f^{(N+1)}(t) w(t) d t
\end{aligned}
$$

where $w(t)=\sum_{i=0}^{N+1}(-1)^{N+1-i} w_{i}$. Hence $u(f)=\int f^{(N+1)} w$, or

$$
u=(-1)^{N+1} u_{w}^{(N+1)}=u_{h}(N+1)
$$

where $h=(-1)^{N+1} w$, and this completes the proof.

DEFINITION. If $f$ is a continuous linear functional on a normed linear space $X$, define the norm $\|f\|$ of $f$ as in Chapter IV by

$$
\|f\|=\sup _{\substack{x \in X \\\|x\| \leq 1}}|f(x)| .
$$

DEFINITION. If $X$ is a normed linear space, we define the conjugate space of $X$ to be the dual space $X^{*}$ of $X$ equipped with the norm defined above.

EXERCISE 5.9. Let $X$ be a normed linear space, and let $X^{*}$ be its dual space. Denote by $\mathcal{W}^{*}$ the weak* topology on $X^{*}$ and by $\mathcal{N}$ the topology on $X^{*}$ defined by the norm.
(a) Show that the conjugate space $X^{*}$ of $X$ is a Banach space.
(b) Show that, if $X$ is infinite dimensional, then the weak topology on $X$ is different from the norm topology on $X$ and that the weak* topology on the dual space $X^{*}$ is different from the norm topology on $X^{*}$. HINT: Use part c of Exercise 5.1. Note then that the two dual spaces $\left(X^{*}, \mathcal{W}^{*}\right)^{*}$ and $\left(X^{*}, \mathcal{N}\right)^{*} \equiv X^{* *}$ may be different.

EXERCISE 5.10. (a) Show that the vector space isomorphisms of parts a through c of Exercise 5.2 are isometric isomorphisms.
(b) Let $X$ be a normed linear space and let $X^{*}$ denote its conjugate space. Let $X^{* *}$ denote the conjugate space of the normed linear space $X^{*}$. If $x \in X$, define $\hat{x}$ on $X^{*}$ by $\hat{x}(f)=f(x)$. Show that $\hat{x} \in X^{* *}$.
(c) Again let $X$ be a normed linear space and let $X^{*}$ denote its conjugate space. Prove that $\left(X^{*}, \mathcal{W}^{*}\right)^{*} \subseteq X^{* *}$; i.e., show that every continuous linear functional on $\left(X^{*}, \mathcal{W}^{*}\right)$ is continuous with respect to the norm topology on $X^{*}$.
(d) Let the notation be as in part b. Prove that the map $x \rightarrow \hat{x}$ is continuous from $(X, \mathcal{W})$ into $\left(X^{* *}, \mathcal{W}^{*}\right)$.

THEOREM 5.4. Let $X$ be a normed linear space.
(1) If $Y$ is a dense subspace of $X$, then the restriction map $g \rightarrow \tilde{g}$ of $X^{*}$ into $Y^{*}$ is an isometric isomorphism of $X^{*}$ onto $Y^{*}$.
(2) The weak* topology $\mathcal{W}^{*}$ on $X^{*}$ is weaker than the topology defined by the norm on $X^{*}$.
(3) The map $x \rightarrow \hat{x}$ is an isometric isomorphism of the normed linear space $X$ into the conjugate space $X^{* *}$ of the normed linear space $X^{*}$.

PROOF. That the restriction map $g \rightarrow \tilde{g}$ is an isometric isomorphism of $X^{*}$ onto $Y^{*}$ follows from part c of Exercise 5.5 and the definitions of the norms.
If $x \in X$, then $\hat{x}$ is a linear functional on $X^{*}$ and $|\hat{x}(f)|=|f(x)| \leq$ $\|x\|\|\|f\|$, showing that $\hat{x}$ is a continuous linear functional in the norm topology of the Banach space $X^{*}$, and that $\|\hat{x}\| \leq\|x\|$. Since the weak* topology is the weakest making each $\hat{x}$ continuous, it follows that $\mathcal{W}^{*}$ is contained in the norm topology on $X^{*}$.
Finally, given an $x \in X$, there exists by the Hahn-Banach Theorem an $f \in X^{*}$ for which $\|f\|=1$ and $f(x)=\|x\|$. Therefore, $\hat{x}(f)=\|x\|$, showing that $\|\hat{x}\| \geq\|x\|$, and the proof is complete.

EXERCISE 5.11. (The Normed Linear Space of Finite Complex Measures on a Second Countable Locally Compact Hausdorff Space, Part 1) Let $\Delta$ be a second countable locally compact Hausdorff space, and let $M(\Delta)$ be the complex vector space of all finite complex Borel measures on $\Delta$. Recall that a finite complex Borel measure on $\Delta$ is a map $\mu$ of the $\sigma$-algebra $\mathcal{B}$ of Borel subsets of $\Delta$ into $\mathbb{C}$ satisfying:
(1) $\mu(\emptyset)=0$.
(2) If $\left\{E_{n}\right\}$ is a sequence of pairwise disjoint Borel sets, then the series $\sum \mu\left(E_{n}\right)$ is absolutely summable and $\mu\left(\cup E_{n}\right)=\sum \mu\left(E_{n}\right)$.

## See Exercise 1.12.

(a) If $\mu \in M(\Delta)$, show that $\mu$ can be written uniquely as $\mu=\mu_{1}+i \mu_{2}$, where $\mu_{1}$ and $\mu_{2}$ are finite signed Borel measures on $\Delta$. Show further that each $\mu_{i}$ may be written uniquely as $\mu_{i}=\mu_{i 1}-\mu_{i 2}$, where each $\mu_{i j}$ is a finite positive Borel measure, and where $\mu_{i 1}$ and $\mu_{i 2}$ are mutually singular.
(b) Let $M(\Delta)$ be as in part a, and let $\mu$ be an element of $M(\Delta)$. Given a Borel set $E$ and an $\epsilon>0$, show that there exists a compact set $K$ and an open set $U$ for which $K \subseteq E \subseteq U$ such that $|\mu(U-K)|<\epsilon$. HINT: Use the fact that $\Delta$ is $\sigma$-compact, and consider the collection of sets $E$ for which the desired condition holds. Show that this is a $\sigma$-algebra that contains the open sets.

EXERCISE 5.12. (The Normed Linear Space of Finite Complex Measures on a Second Countable Locally Compact Hausdorff Space, Part 2) Let $M(\Delta)$ be as in the previous exercise, and for each $\mu \in M(\Delta)$ define

$$
\|\mu\|=\sup \sum_{i=1}^{n}\left|\mu\left(E_{i}\right)\right|
$$

where the supremum is taken over all partitions $E_{1}, \ldots, E_{n}$ of $\Delta$ into a finite union of pairwise disjoint Borel subsets.
(a) Show that $\|\mu\|<\infty$.
(b) Prove that $M(\Delta)$ is a normed linear space with respect to the above definition of $\|\mu\|$. This norm is called the total variation norm.
(c) If $h$ is a bounded, complex-valued Borel function on $\Delta$, and if $\mu \in$ $M(\Delta)$, show that

$$
\left|\int h d \mu\right| \leq\|h\|_{\infty}\|\mu\| .
$$

HINT: Do this first for simple functions.
(d) For each $\mu \in M(\Delta)$, define a linear functional $\phi_{\mu}$ on the complex Banach space $C_{0}(\Delta)$ by

$$
\phi_{\mu}(f)=\int f d \mu
$$

Prove that the map $\mu \rightarrow \phi_{\mu}$ is a norm-decreasing isomorphism of the normed linear space $M(\Delta)$ onto $C_{0}(\Delta)^{*}$.
(e) Let $\mu$ be an element of $M(\Delta)$. Prove that

$$
\|\mu\|=\sup \sum_{i=1}^{n}\left|\mu\left(K_{i}\right)\right|
$$

where the supremum is taken over all $n$-tuples $K_{1}, \ldots, K_{n}$ of pairwise disjoint compact subsets of $\Delta$.
(f) Let $\mu$ be an element of $M(\Delta)$, and let $\phi_{\mu}$ be the element of $C_{0}(\Delta)^{*}$ defined in part d. Prove that $\left\|\phi_{\mu}\right\|=\|\mu\|$. Conclude that $M(\Delta)$ is a Banach space with respect to the norm $\|\mu\|$ and that it is isometrically isomorphic to $C_{0}(\Delta)^{*}$.

EXERCISE 5.13. Let $X$ be the normed linear space $c_{0}$. See part c of Exercise 5.2.
(a) Compute the conjugate space $c_{0}^{*}$.
(b) Compute $c_{0}^{* *}$ and $\left(c_{0}^{*}, \mathcal{W}^{*}\right)^{*}$. Conclude that $\left(X^{*}, \mathcal{W}^{*}\right)^{*}$ can be properly contained in $X^{* *}$; i.e., there can exist linear functionals on $X^{*}$ that are continuous with respect to the norm topology but not continuous with respect to the weak* topology.

DEFINITION. A Banach space $X$ is called reflexive if the map $x \rightarrow \hat{x}$, defined in part b of Exercise 5.10, is an (isometric) isomorphism of $X$ onto $X^{* *}$. In general, $X^{* *}$ is called the second dual or second conjugate of $X$.

EXERCISE 5.14. (Relation among the Weak, Weak*, and Norm Topologies) Let $X$ be a normed linear space. Let $\mathcal{N}$ denote the topology on $X^{*}$ determined by the norm, let $\mathcal{W}$ denote the weak topology on the locally convex topological vector space $\left(X^{*}, \mathcal{N}\right)$, and let $\mathcal{W}^{*}$ denote the weak* topology on $X^{*}$.
(a) If $X$ is finite dimensional, show that all three topologies are the same. (b) If $X$ is an infinite dimensional reflexive Banach space, show that $\mathcal{W}^{*}=\mathcal{W}$, and that $\mathcal{W} \subset \mathcal{N}$.
(c) If $X$ is not reflexive, show that $\mathcal{W}^{*} \subseteq \mathcal{W} \subset \mathcal{N}$.
(d) Let $X$ be a nonreflexive Banach space. Show that there exists a subspace of $X^{*}$ which is closed in the norm topology $\mathcal{N}$ (whence also in the weak topology $\mathcal{W}$ ) but not closed in the weak* topology $\mathcal{W}^{*}$, and conclude then that $\mathcal{W}^{*} \subset \mathcal{W}$. HINT: Let $\phi$ be a norm continuous linear functional that is not weak* continuous, and examine its kernel.
(e) Suppose $X$ is an infinite dimensional Banach space. Prove that neither $(X, \mathcal{W})$ nor $\left(X^{*}, \mathcal{W}^{*}\right)$ is metrizable. HINT: Use the Baire Category Theorem to show that any Banach space having a countable vector space basis must be finite dimensional.

DEFINITION. Let $X$ and $Y$ be normed linear spaces, and let $T$ be a continuous linear transformation from $X$ into $Y$. The transpose $T^{*}$ of $T$ is called the adjoint of $T$ when it is regarded as a linear transformation from the normed linear space $Y^{*}$ into the normed linear space $X^{*}$.
THEOREM 5.5. Let $T$ be a continuous linear transformation from a normed linear space $X$ into a normed linear space $Y$. Then:
(1) The adjoint $T^{*}$ of $T$ is a continuous linear transformation of the Banach space $Y^{*}$ into the Banach space $X^{*}$.
(2) If the range of $T$ is dense in $Y$, then $T^{*}$ is 1-1.
(3) Suppose $X$ is a reflexive Banach space. If $T$ is 1-1, then the range of $T^{*}$ is dense in $X^{*}$.

PROOF. That $T^{*}$ is linear is immediate. Further,

$$
\begin{aligned}
\left\|T^{*}(f)\right\| & =\sup _{\substack{x \in X \\
\|x\| \leq 1}}\left|\left[T^{*}(f)\right](x)\right| \\
& =\sup _{\substack{x \in X \\
\|x\| \leq 1}}|f(T(x))| \\
& \leq \sup _{\substack{x \in X \\
\|x\| \leq 1}}\|f\|\|T(x)\| \\
& \leq\|f\|\|T\|,
\end{aligned}
$$

showing that $T^{*}$ is continuous in the norm topologies.
If $T^{*}(f)=0$, then $f(T(x))=0$ for all $x \in X$. If the range of $T$ is dense in $Y$, then $f(y)=0$ for all $y \in Y$; i.e., $f$ is the 0 functional, which implies that $T^{*}$ is 1-1.
Now, if the range of $T^{*}$ is not dense in $X^{*}$, then there exists a nonzero continuous linear functional $\phi$ on $X^{*}$ such that $\phi$ is 0 on the range of $T^{*}$. (Why?) Therefore, $\phi\left(T^{*}(f)\right)=0$ for all $f \in Y^{*}$. If $X$ is reflexive, then $\phi=\hat{x}$ for some nonzero element $x \in X$. Therefore, $\hat{x}\left(T^{*}(f)\right)=$ $\left[T^{*}(f)\right](x)=f(T(x))=0$ for every $f \in Y^{*}$. But then $T(x)$ belongs to the kernel of every element $f$ in $Y^{*}$, whence $T(x)$ is the zero vector, which implies that $T$ is not 1-1. Q.E.D.
THEOREM 5.6. Let $X$ be a normed linear space, and let $\bar{B}_{1}$ denote the closed unit ball in the conjugate space $X^{*}$ of $X$; i.e., $\bar{B}_{1}=\left\{f \in X^{*}\right.$ : $\|f\| \leq 1\}$. Then:
(1) (Alaoglu) $\bar{B}_{1}$ is compact in the weak* topology on $X^{*}$.
(2) If $X$ is separable, then $\bar{B}_{1}$ is metrizable in the weak* topology.

PROOF. By the definition of the weak* topology, we have that $\bar{B}_{1}$ is homeomorphic to a subset of the product space $\prod_{x \in X} \mathbb{R}$. See part e of Exercise 0.8. Indeed, the homeomorphism $F$ is defined by

$$
[F(f)]_{x}=\hat{x}(f)=f(x)
$$

Since $|f(x)| \leq\|x\|$, for $f \in \bar{B}_{1}$, it follows in fact that

$$
F\left(\bar{B}_{1}\right) \subseteq \prod_{x \in X}[-\|x\|,\|x\|]
$$

which is a compact topological space $K$. Hence, to see that $\bar{B}_{1}$ is compact in the weak* topology, it will suffice to show that $F\left(\bar{B}_{1}\right)$ is a closed subset of $K$. Thus, if $\left\{f_{\alpha}\right\}$ is a net of elements of $\bar{B}_{1}$, for which the net $\left\{F\left(f_{\alpha}\right)\right\}$ converges in $K$ to an element $k$, then $k_{x}=\lim \left[F\left(f_{\alpha}\right)\right]_{x}=\lim f_{\alpha}(x)$, for every $x$; i.e., the function $f$ on $X$, defined by $f(x)=k_{x}$, is the pointwise limit of a net of linear functionals. Therefore $f$ is itself a linear functional on $X$. Further, $|f(x)| \leq\|x\|$, implying that $f$ is a continuous linear functional on $X$ with $\|f\| \leq 1$, i.e., $f \in \bar{B}_{1}$. But then, the element $k \in K$ satisfies $k=F(f)$, showing that $F\left(\bar{B}_{1}\right)$ is closed in $K$, and this proves part 1.
Now, suppose that $\left\{x_{n}\right\}$ is a countable dense subset of $X$. Then

$$
K^{*}=\prod_{n}\left[-\left\|x_{n}\right\|,\left\|x_{n}\right\|\right]
$$

is a compact metric space, and the map $F^{*}: \bar{B}_{1} \rightarrow K^{*}$, defined by

$$
\left[F^{*}(f)\right]_{n}=f\left(x_{n}\right)
$$

is continuous and 1-1, whence is a homeomorphism of $\bar{B}_{1}$ onto a compact metric space, and this completes the proof.
EXERCISE 5.15. (a) Prove that the closed unit ball in $L^{p}$ is compact in the weak topology, for $1<p<\infty$.
(b) Show that neither the closed unit ball in $L^{1}(\mathbb{R})$ nor the closed unit ball in $c_{0}$ is compact in its weak topology (or, in fact, in any locally convex vector space topology). HINT: Compact convex sets must have extreme points.
(c) Show that neither $L^{1}(\mathbb{R})$ nor $c_{0}$ is topologically isomorphic to the conjugate space of any normed linear space. Conclude that not every Banach space has a "predual."
(d) Conclude from part c that neither $L^{1}(\mathbb{R})$ nor $c_{0}$ is reflexive. Prove this assertion directly for $L^{1}(\mathbb{R})$ using part e of Exercise 5.2.
(e) Show that the closed unit ball in an infinite dimensional normed linear space is never compact in the norm topology.
THEOREM 5.7. (Criterion for a Banach Space to Be Reflexive) Let X be a normed linear space, and let $X^{* *}$ denote its second dual equipped with the weak* topology. Then:
(1) $\hat{X}$, i.e., the set of all $\hat{x}$ for $x \in X$, is dense in $\left(X^{* *}, \mathcal{W}^{*}\right)$.
(2) $\widehat{B_{1}}$, i.e., the set of all $\hat{x}$ for $\|x\|<1$, is weak ${ }^{*}$ dense in the closed unit ball $V_{1}$ of $X^{* *}$.
(3) $X$ is reflexive if and only if $\bar{B}_{1}$ is compact in the weak topology of $X$.
PROOF. Suppose $\bar{X}$ is a proper subspace of $\left(X^{* *}, \mathcal{W}^{*}\right)$, and let $\phi$ be an element of $X^{* *}$ that is not in $\overline{\hat{X}}$. Since $\overline{\hat{X}}$ is a closed convex subspace in the weak* topology on $X^{* *}$, there exists a weak* continuous linear functional $\eta$ on $\left(X^{* *}, \mathcal{W}^{*}\right)$ such that $\eta(\hat{x})=0$ for all $x \in X$ and $\eta(\phi)=1$. By Theorem 5.2, every weak* continuous linear functional on $X^{* *}$ is given by an element of $X^{*}$. That is, there exists an $f \in X^{*}$ such that

$$
\eta(\psi)=\hat{f}(\psi)=\psi(f)
$$

for every $\psi \in X^{* *}$. Hence,

$$
f(x)=\hat{x}(f)=\eta(\hat{x})=0
$$

for every $x \in X$, implying that $f=0$. But,

$$
\phi(f)=\hat{f}(\phi)=\eta(\phi)=1
$$

implying that $f \neq 0$. Therefore, we have arrived at a contradiction, whence $\overline{\hat{X}}=X^{* *}$ proving part 1 .
We show part 2 in a similar fashion. Thus, suppose that $C=\widehat{\widehat{B_{1}}}$ is a proper weak* closed (convex) subset of the norm closed unit ball $V_{1}$ of $X^{* *}$, and let $\phi$ be an element of $V_{1}$ that is not an element of $C$. Again, since $C$ is closed and convex, there exists by the Separation Theorem (Theorem 3.9) a weak* continuous linear functional $\eta$ on $\left(X^{* *}, \mathcal{W}^{*}\right)$ and a real number $s$ such that $\eta(c) \leq s$ for all $c \in C$ and $\eta(\phi)>s$. Therefore, again by Theorem 5.2, there exists an $f \in X^{*}$ such that

$$
\eta(\psi)=\psi(f)
$$

for all $\psi \in X^{* *}$. Hence,

$$
f(x)=\hat{x}(f)=\eta(\hat{x}) \leq s
$$

for all $x \in B_{1}$, implying that

$$
|f(x)| \leq s
$$

for all $x \in B_{1}$, and therefore that $\|f\| \leq s$. But, $\|\phi\| \leq 1$, and $\phi(f)=$ $\eta(\phi)>s$, implying that $\|f\|>s$. Again, we have arrived at the desired contradiction, showing that $\widehat{B_{1}}$ is dense in $V_{1}$.
We have seen already that the map $x \rightarrow \hat{x}$ is continuous from $(X, \mathcal{W})$ into $\left(X^{* *}, \mathcal{W}^{*}\right)$. See part d of Exercise 5.10 . So, if $\bar{B}_{1}$ is weakly compact, then $\widehat{\widehat{B}}_{1}$ is weak* compact in $X^{* *}$, whence is closed in $V_{1}$. But, by part $2, \widehat{\bar{B}_{1}}$ is dense in $V_{1}$, and so must equal $V_{1}$. It then follows immediately by scalar multiplication that $\hat{X}=X^{* *}$, and $X$ is reflexive.
Conversely, if $X$ is reflexive, then the map $x \rightarrow \hat{x}$ is an isometric isomorphism, implying that $V_{1}=\widehat{\bar{B}_{1}}$. Moreover, by Theorem 5.2 , the map $x \rightarrow \hat{x}$ is a topological isomorphism of $(X, \mathcal{W})$ and $\left(X^{* *}, \mathcal{W}^{*}\right)$. Since $V_{1}$ is weak* compact by Theorem 5.6, it then follows that $\overline{B_{1}}$ is weakly compact, and the proof is complete.

EXERCISE 5.16. Prove that every normed linear space is isometrically isomorphic to a subspace of some normed linear space $C(\Delta)$ of
continuous functions on a compact Hausdorff space $\Delta$. HINT: Use the map $x \rightarrow \hat{x}$.

We conclude this chapter by showing that Choquet's Theorem (Theorem 3.11) implies the Riesz Representation Theorem (Theorem 1.3) for compact metric spaces. Note, also, that we used the Riesz theorem in the proof of Choquet's theorem, so that these two results are really equivalent.

EXERCISE 5.17. (Choquet's Theorem and the Riesz Representation Theorem) Let $\Delta$ be a second countable compact topological space, and let $C(\Delta)$ denote the normed linear space of all continuous real-valued functions on $\Delta$ equipped with the supremum norm. Let $K$ be the set of all continuous positive linear functionals $\phi$ on $C(\Delta)$ satisfying $\phi(1)=1$.
(a) Show that $K$ is compact in the weak* topology of $(C(\Delta))^{*}$.
(b) Show that the map $x \rightarrow \delta_{x}$ is a homeomorphism of $\Delta$ onto the set of extreme points of $K$. ( $\delta_{x}$ denotes the linear functional that sends $f$ to the number $f(x)$.)
(c) Show that every positive linear functional on $C(\Delta)$ is continuous.
(d) Deduce the Riesz Representation Theorem in this case from Choquet's Theorem; i.e., show that every positive linear functional $I$ on $C(\Delta)$ is given by

$$
I(f)=\int_{\Delta} f(x) d \mu(x)
$$

where $\mu$ is a finite Borel measure on $\Delta$.

## CHAPTER VI

## APPLICATIONS TO ANALYSIS

We include in this chapter several subjects from classical analysis to which the notions of functional analysis can be applied. Some of these subjects are essential to what follows in this text, e.g., convolution, approximate identities, and the Fourier transform. The remaining subjects of this chapter are highly recommended to the reader but will not specifically be referred to later.

## Integral Operators

Let $(S, \mu)$ and $(T, \nu)$ be $\sigma$-finite measure spaces, and let $k$ be a $\mu \times \nu$ measurable, complex-valued function on $S \times T$. We refer to the function $k$ as a kernel, and we are frequently interested in when the formula

$$
\begin{equation*}
[K(f)](s)=\int_{T} k(s, t) f(t) d \nu(t) \tag{6.1}
\end{equation*}
$$

determines a bounded operator $K$ from $L^{p}(\nu)$ into $L^{r}(\mu)$, for some $1 \leq$ $p \leq \infty$ and some $1 \leq r \leq \infty$. Ordinarily, formula (6.1) is only defined for certain functions $f$, the so-called domain $D(K)$ of $K$, i.e., the functions $f$ for which $s \rightarrow k(s, t) f(t)$ is $\nu$-integrable for $\mu$ almost all $s \in S$. In any event, $D(K)$ is a vector space, and on this domain, $K$ is clearly a linear transformation. More precisely, then, we are interested in when formula (6.1) determines a linear transformation $K$ that can be extended to a bounded operator on all of $L^{p}(\nu)$ into $L^{r}(\mu)$. Usually, the domain $D(K)$ is a priori dense in $L^{p}(\nu)$, and the question above then reduces to whether $K$ is a bounded operator from $D(K)$ into $L^{r}(\mu)$. That is, does there exist a constant $M$ such that

$$
\|K(f)\|_{r}=\left(\int_{S}\left|\int_{T} k(s, t) f(t) d \nu(t)\right|^{r} d \mu(s)\right)^{1 / r} \leq M\|f\|_{p}
$$

for all $f \in D(K)$. In such a case, we say that $K$ is a bounded integral operator. In general, we say that the linear transformation $K$ is an integral operator determined by the kernel $k(s, t)$.
The elementary result below is basically a consequence of Hoelder's inequality and the Fubini theorem.

THEOREM 6.1. Suppose $p, r$ are real numbers strictly between 1 and $\infty$, and let $p^{\prime}$ and $r^{\prime}$ satisfy

$$
1 / p+1 / p^{\prime}=1 / r+1 / r^{\prime}=1
$$

Suppose that $k(s, t)$ is a $\mu \times \nu$-measurable function on $S \times T$, and assume that the set $D(K)$ of all $f \in L^{p}(\nu)$ for which Equation (6.1) is defined is a dense subspace of $L^{p}(\nu)$. Then:
(1) If the function $b$ defined by $s \rightarrow \int_{T}|k(s, t)|^{p^{\prime}} d \nu(t)$ is an element of $L^{r / p^{\prime}}(\mu)$, then $K$ is a bounded integral operator from $L^{p}(\nu)$ into $L^{r}(\mu)$.
(2) Suppose $p=r$ and that there exists an $\alpha \in[0,1]$ for which the function $s \rightarrow \int_{T}|k(s, t)|^{\alpha p^{\prime}} d \nu(t)$ is an element of $L^{\infty}(\mu)$ with $L^{\infty}$ norm $c_{1}$, and the function $t \rightarrow \int_{S}|k(s, t)|^{(1-\alpha) p} d \mu(s)$ is an element of $L^{\infty}(\nu)$ with $L^{\infty}$ norm $c_{2}$. Then $K$ is a bounded integral operator from $L^{p}(\nu)$ into $L^{p}(\mu)$. Moreover, we have that

$$
\|K(f)\|_{p} \leq c_{1}^{1 / p^{\prime}} c_{2}^{1 / p}\|f\|_{p}
$$

for all $f \in L^{p}(\nu)$.
PROOF. Let $f \in D(K)$ be fixed. We have that

$$
\begin{aligned}
\left|\int_{T} k(s, t) f(t) d \nu(t)\right| & \leq \int_{T}|k(s, t) f(t)| d \nu(t) \\
& \leq\left(\int_{T}|k(s, t)|^{p^{\prime}} d \nu(t)\right)^{1 / p^{\prime}} \times\left(\int_{T}|f(u)|^{p} d \nu(u)\right)^{1 / p} \\
& =b(s)^{1 / p^{\prime}}\|f\|_{p}
\end{aligned}
$$

from which it follows that $D(K)$ is all of $L^{p}(\nu)$ for part 1 , and

$$
\|K(f)\|_{r}=\left(\int_{S}\left|\int_{T} k(s, t) f(t) d \nu(t)\right|^{r} d \mu(s)\right)^{1 / r} \leq\|b\|_{r / p^{\prime}}^{1 / p^{\prime}}\|f\|_{p}
$$

This proves part 1.
Again, for $f \in D(K)$ we have that

$$
\begin{aligned}
\left|\int_{T} k(s, t) f(t) d \nu(t)\right| \leq & \int_{T}|k(s, t)|^{\alpha}|k(s, t)|^{1-\alpha}|f(t)| d \nu(t) \\
\leq & \left(\int_{T}|k(s, t)|^{\alpha p^{\prime}} d \nu(t)\right)^{1 / p^{\prime}} \\
& \times\left(\int_{T}|k(s, u)|^{(1-\alpha) p}|f(u)|^{p} d \nu(u)\right)^{1 / p} \\
\leq & c_{1}^{1 / p^{\prime}}\left(\int_{T}|k(s, u)|^{(1-\alpha) p}|f(u)|^{p} d \nu(u)\right)^{1 / p}
\end{aligned}
$$

from which it follows that

$$
\begin{aligned}
\|K(f)\|_{p} & =\left(\int_{S}\left|\int_{T} k(s, t) f(t) d \nu(t)\right|^{p} d \mu(s)\right)^{1 / p} \\
& \leq c_{1}^{1 / p^{\prime}}\left(\int_{S} \int_{T}|k(s, u)|^{(1-\alpha) p}|f(u)|^{p} d \nu(u) d \mu(s)\right)^{1 / p} \\
& =c_{1}^{1 / p^{\prime}}\left(\int_{T} \int_{S}|k(s, u)|^{(1-\alpha) p}|f(u)|^{p} d \mu(s) d \nu(u)\right)^{1 / p} \\
& \leq c_{1}^{1 / p^{\prime}} c_{2}^{1 / p}\|f\|_{p}
\end{aligned}
$$

and this proves part 2.
EXERCISE 6.1. (a) Restate part 1 of the above theorem for $p=r$.
(b) Restate part 1 of the above theorem for $r=p^{\prime}$. Restate both parts of the theorem for $p=r=2$.
(c) As a special case of part 2 of the theorem above, reprove it for $p=r=2$ and $\alpha=1 / 2$.
(d) How can we extend the theorem above to the case where $p$ or $r$ is 1 or $\infty$ ?

EXERCISE 6.2. Suppose both $\mu$ and $\nu$ are finite measures.
(a) Show that if the kernel $k(s, t)$ is a bounded function on $S \times T$, then (6.1) determines a bounded integral operator $K$ for all $p$ and $r$.
(b) Suppose $S=T=[a, b]$ and that $\mu$ and $\nu$ are both Lebesgue measure. Define $k$ to be the characteristic function of the set of all pairs $(s, t)$ for which $s \geq t$. Show that (6.1) determines a bounded integral operator $K$ from $L^{1}(\mu)$ into $L^{1}(\nu)$. Show further that $K(f)$ is always differentiable almost everywhere, and that $[K(f)]^{\prime}=f$.
(c) Suppose $k$ is an element of $L^{2}(\mu \times \nu)$. Use Theorem 6.1 to show that (6.1) determines a bounded integral operator $K$ from $L^{2}(\nu)$ into $L^{2}(\mu)$. (d) Is part c valid if $\mu$ and $\nu$ are only assumed to be $\sigma$-finite measures?

## Convolution Kernels

THEOREM 6.2. (Young's Inequality) Let $f$ be a complex-valued measurable function on $\mathbb{R}^{n}$, and define $k \equiv k_{f}$ on $\mathbb{R}^{n} \times \mathbb{R}^{n}$ by

$$
k(x, y)=f(x-y)
$$

If $f \in L^{1}\left(\mathbb{R}^{n}\right)$ and $1 \leq p \leq \infty$, then (6.1) determines a bounded integral operator $K \equiv K_{f}$ from $L^{p}\left(\mathbb{R}^{n}\right)$ into itself, where we equip each space $\mathbb{R}^{n}$ with Lebesgue measure. Moreover, $\left\|K_{f}(g)\right\|_{p} \leq\|f\|_{1}\|g\|_{p}$ for every $g \in L^{p}\left(\mathbb{R}^{n}\right)$.
PROOF. Suppose first that $p=\infty$. We have that

$$
\begin{aligned}
\left\|K_{f}(g)\right\|_{\infty} & =\sup _{x}\left|\int_{\mathbb{R}^{n}} f(x-y) g(y) d y\right| \\
& \leq \sup _{x} \int_{\mathbb{R}^{n}}|f(x-y)|\|g\|_{\infty} d y \\
& =\|f\|_{1}\|g\|_{\infty}
\end{aligned}
$$

as desired.
Now, suppose $1 \leq p<\infty$. Let $g$ be in $L^{p}\left(\mathbb{R}^{n}\right)$ and $h$ be in $L^{p^{\prime}}\left(\mathbb{R}^{n}\right)$, $\left(1 / p+1 / p^{\prime}=1\right)$. By Tonelli's Theorem, we have that

$$
\begin{aligned}
\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}}|f(x-y) g(y) h(x)| d y d x & =\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}}|f(-y) g(x+y) h(x)| d y d x \\
& \leq\|f\|_{1} \sup _{y} \int_{\mathbb{R}^{n}}|g(x+y) h(x)| d x \\
& \leq\|f\|_{1} \sup _{y}\|g\|_{p}\|h\|_{p^{\prime}}
\end{aligned}
$$

which shows that the function $f(x-y) g(y) h(x)$ is integrable on $\mathbb{R}^{n} \times \mathbb{R}^{n}$. Therefore, for almost all $x$, the function $y \rightarrow f(x-y) g(y)$ is integrable on $\mathbb{R}^{n}$. Because the inequality above holds for every $h \in L^{p^{\prime}}\left(\mathbb{R}^{n}\right)$, the resulting function $K_{f}(g)$ of $x$ belongs to $L^{p}\left(\mathbb{R}^{n}\right)$. Moreover,

$$
\left\|K_{f}(g)\right\|_{p} \leq\|f\|_{1}\|g\|_{p}
$$

and the proof is complete.
By $\mathbb{T}$ we shall mean the half-open interval $[0,1)$, and we shall refer to $\mathbb{T}$ as the circle. By $L^{p}(\mathbb{T})$ we shall mean the set of all Lebesgue measurable functions on $\mathbb{R}$, which are periodic with period 1 , satisfying $\int_{0}^{1}|f(x)|^{p} d x<\infty$.

EXERCISE 6.3. (a) Use part 2 of Theorem 6.1 to give an alternative proof of Theorem 6.2 in the case $1<p<\infty$.
(b) (Convolution on the circle) If $f \in L^{1}(\mathbb{T})$, define $k=k_{f}$ on $\mathbb{T} \times \mathbb{T}$ by $k_{f}(x, y)=f(x-y)$. Prove that $K_{f}$ is a bounded integral operator from $L^{p}(\mathbb{T})$ into itself for all $1 \leq p \leq \infty$. In fact, prove this two ways: Use Theorem 6.1, and then mimic the proof of Theorem 6.2.

DEFINITION. If $f \in L^{1}\left(\mathbb{R}^{n}\right)\left(L^{1}(\mathbb{T})\right)$, then the bounded integral operator $K_{f}$ of the preceding theorem (exercise) is called the convolution operator by $f$, and we denote $K_{f}(g)$ by $f * g$. The kernel $k_{f}(x, y)=f(x-y)$ is called a convolution kernel.

EXERCISE 6.4. (a) Suppose $f \in L^{p}\left(\mathbb{R}^{n}\right)$ and $g \in L^{p^{\prime}}\left(\mathbb{R}^{n}\right)$. Show that the function $f * g$, defined by

$$
(f * g)(x)=\int_{\mathbb{R}^{n}} f(x-y) g(y) d y
$$

is everywhere well-defined. Show further that $f * g$ is continuous and vanishes at infinity. Show finally that $f * g=g * f$.
(b) If $f, g, h \in L^{1}$, show that $f * g=g * f$ and that $(f * g) * h=f *(g * h)$.

The next result is a useful generalization of Theorem 6.2.
THEOREM 6.3. Let $f$ be an element of $L^{p}\left(\mathbb{R}^{n}\right)$. Then, for any $1 \leq$ $q \leq p^{\prime}$, convolution by $f$ is a bounded operator from $L^{q}\left(\mathbb{R}^{n}\right)$ into $L^{r}\left(\mathbb{R}^{n}\right)$, where $1 / p+1 / q-1 / r=1$.

EXERCISE 6.5. Use the Riesz Interpolation Theorem, Theorem 6.2, and Exercise 6.4 to prove Theorem 6.3.
REMARK. Later, we will be interested in convolution kernels $k_{f}$ where the function $f$ does not belong to any $L^{p}$ space. Such kernels are called singular kernels. Though the arguments above cannot be used on such singular kernels, nevertheless these kernels often define bounded integral operators.

## Reproducing Kernels and Approximate Identities

DEFINITION. Let $(S, \mu)$ be a $\sigma$-finite measure space and let $k(x, y)$ be a $\mu \times \mu$-measurable kernel on $S \times S$. Suppose that the operator $K$, defined by (6.1), is a bounded integral operator from $L^{p}(\mu)$ into itself. Then $K$ is called a reproducing kernel for a subspace $V$ of $L^{p}(\mu)$ if $K(g)=g$ for all $g \in V$. A parameterized family $\left\{k_{t}\right\}$ of kernels is called an approximate
identity for a subspace $V$ of $L^{p}(\mu)$ if all the corresponding operators $K_{t}$ are bounded integral operators, and $\lim _{t \rightarrow 0} K_{t}(g)=g$ for every $g \in V$, where the limit is taken in $L^{p}(\mu)$.
THEOREM 6.4. Let $S$ be the closed unit disk in $\mathbb{C}$. Using the Riesz Representation Theorem (Theorem 1.5), let $\mu$ be the measure on $S$ whose corresponding integral is defined on the space $C(S)$ of continuous functions on $S$ by

$$
\int_{S} f(z) d \mu(z)=\int_{0}^{2 \pi} f\left(e^{i \theta}\right) d \theta
$$

Let $p=1$, and let $H$ be the subspace of $L^{1}(\mu)$ consisting of the (complexvalued) functions that are continuous on $S$ and analytic on the interior of $S$. Let $k(z, \zeta)$ be the kernel on $S \times S$ defined by

$$
k(z, \zeta)=\frac{1}{2 \pi} \frac{1}{1-(z / \zeta)}
$$

if $z \neq \zeta$, and

$$
k(z, z)=0
$$

for all $z \in S$. Then $k$ is a reproducing kernel for $H$.
EXERCISE 6.6. Prove Theorem 6.4. HINT: Cauchy's formula.
REMARK. Among the most interesting reproducing kernels and approximate identities are the ones that are convolution kernels.
THEOREM 6.5. Let $k$ be a nonnegative Lebesgue-measurable function on $\mathbb{R}^{n}$ for which $\int k(x) d x=1$. For each positive $t$, define

$$
k_{t}(x)=\left(1 / t^{n}\right) k(x / t)
$$

and set

$$
K(x)=\int_{\|x\| \leq\|y\|} k(y) d y
$$

Then:
(1) If $f$ is uniformly continuous and bounded on $\mathbb{R}^{n}$, then $k_{t} * f$ converges uniformly to $f$ on $\mathbb{R}^{n}$ as $t$ approaches 0 .
(2) If $K \in L^{p}\left(\mathbb{R}^{n}\right)(1 \leq p<\infty)$, then $k_{t} * f$ converges to $f$ in $L^{p}\left(\mathbb{R}^{n}\right)$ for every $f \in L^{p}\left(\mathbb{R}^{n}\right)$ as $t$ approaches 0 .
(3) If $k \in L^{p^{\prime}}\left(\mathbb{R}^{n}\right), f \in L^{p}\left(\mathbb{R}^{n}\right)\left(1 \leq p<\infty\right.$ and $\left.1 / p+1 / p^{\prime}=1\right)$, and $f$ is continuous at a point $x$, then $\left(k_{t} * f\right)(x)$ converges to $f(x)$ as $t$ approaches 0 .

PROOF. To prove part 1, we must show that for each $\epsilon>0$ there exists a $\delta>0$ such that if $t<\delta$ then $\left|\left(k_{t} * f\right)(x)-f(x)\right|<\epsilon$ for all $x$. Note first that $\int k_{t}(x) d x=1$ for all $t$. Write

$$
\left(k_{t} * f\right)(x)=\int k_{t}(x-y) f(y) d y=\int k_{t}(y) f(x-y) d y
$$

So, we have that

$$
\begin{aligned}
\left|\left(k_{t} * f\right)(x)-f(x)\right|= & \left|\int k_{t}(y) f(x-y) d y-f(x) \int k_{t}(y) d y\right| \\
\leq & \int k_{t}(y)|f(x-y)-f(x)| d y \\
= & \int_{\|y\| \leq h} k_{t}(y)|f(x-y)-f(x)| d y \\
& \quad+\int_{\|y\|>h} k_{t}(y)|f(x-y)-f(x)| d y
\end{aligned}
$$

for any positive $h$. Therefore, given $\epsilon>0$, choose $h$ so that $\mid f(w)-$ $f(z) \mid<\epsilon / 2$ if $\|w-z\|<h$, and set $M=\|f\|_{\infty}$. Then

$$
\begin{aligned}
\left|\left(k_{t} * f\right)(x)-f(x)\right| & \leq \int_{\|y\| \leq h} k_{t}(y)(\epsilon / 2) d y+\int_{\|y\|>h} k_{t}(y) 2 M d y \\
& \leq(\epsilon / 2) \int k_{t}(y) d y+2 M \int_{\|y\|>h} k_{t}(y) d y \\
& =(\epsilon / 2)+2 M \int_{\|y\|>h / t} k(y) d y
\end{aligned}
$$

for all $x$. Finally, since $k \in L^{1}\left(\mathbb{R}^{n}\right)$, there exists a $\rho>0$ such that

$$
\int_{\|y\|>\rho} k(y) d y<\epsilon /(4 M)
$$

whence

$$
\left|\left(k_{t} * f\right)(x)-f(x)\right|<\epsilon
$$

for all $x$ if $t<\delta=h / \rho$. This proves part 1 .
By Theorem 6.2 we have that $\left\|k_{t} * f\right\|_{p} \leq\|f\|_{p}$ for all $t$. Hence, if $f \in L^{p}\left(\mathbb{R}^{n}\right)$ and $\left\{f_{j}\right\}$ is a sequence of continuous functions with compact support that converges to $f$ in $L^{p}$ norm, then

$$
\left\|k_{t} * f-f\right\|_{p} \leq\left\|k_{t} *\left(f-f_{j}\right)\right\|_{p}+\left\|k_{t} * f_{j}-f_{j}\right\|_{p}+\left\|f_{j}-f\right\|_{p}
$$

Given $\epsilon>0$, choose $j$ so that the first and third terms are each bounded by $\epsilon / 3$. Hence, we need only verify part 2 for an $f \in L^{p}\left(\mathbb{R}^{n}\right)$ that is continuous and has compact support. Suppose the support of such an $f$ is contained in the ball of radius $a$ around 0 . From the proof above for part 1 , we see that $\left|\left(k_{t} * f\right)(x)-f(x)\right| \leq 2 M$ for all $x$. Moreover, if $\|x\| \geq 2 a$ and $t<1 / 2$, then

$$
\begin{aligned}
\left|\left(k_{t} * f\right)(x)-f(x)\right| & =\left|\int k_{t}(y)(f(x-y)-f(x)) d y\right| \\
& \leq \int k_{t}(y)|f(x-y)| d y \\
& =\int_{\|x\|-a \leq\|y\| \leq\|x\|+a} k_{t}(y)|f(x-y)| d y \\
& \leq M \int_{\|x\|-a \leq\|y\|} k_{t}(y) d y \\
& \leq M \int_{\|x / 2\| \leq\|y\|} k_{t}(y) d y \\
& =M \int_{\|x / 2 t\| \leq\|y\|} k(y) d y \\
& \leq M \int_{\|x\| \leq\|y\|} k(y) d y \\
& =M K(x)
\end{aligned}
$$

Hence, $\left|\left(k_{t} * f\right)(x)-f(x)\right|$ is bounded for all $t<1 / 2$ by a fixed function in $L^{p}\left(\mathbb{R}^{n}\right)$, so that part 2 follows from part 1 and the dominated convergence theorem.
We leave part 3 to the exercises.
EXERCISE 6.7. (a) Prove part 3 of the preceding theorem.
(b) (Poisson Kernel on the Line) For each $t>0$ define a kernel $k_{t}$ on $\mathbb{R} \times \mathbb{R}$ by

$$
k_{t}(x, y)=(t / \pi)\left(1 /\left(t^{2}+(x-y)^{2}\right)\right)
$$

Prove that $\left\{k_{t}\right\}$ is an approximate identity for $L^{p}(\mathbb{R})$ for $1 \leq p<\infty$.
HINT: Note that the theorem above does not apply directly. Alter the proof.
(c) (Poisson Kernel in $\mathbb{R}^{n}$ ) Let $c=\int_{\mathbb{R}^{n}} 1 /\left(1+\|x\|^{2}\right)^{(n+1) / 2} d x$. For each positive $t$, define a kernel $k_{t}$ on $\mathbb{R}^{n} \times \mathbb{R}^{n}$ by

$$
k_{t}(x, y)=\frac{t / c}{\left(t^{2}+\|x-y\|^{2}\right)^{(n+1) / 2}}
$$

Prove that $\left\{k_{t}\right\}$ is an approximate identity for $L^{p}\left(\mathbb{R}^{n}\right)$ for $1 \leq p<\infty$.
(d) (Poisson Kernel on the Circle) For each $0<r<1$ define a function $k_{r}$ on $\mathbb{T}$ by

$$
k_{r}(x)=\frac{1-r^{2}}{1+r^{2}-2 r \cos (2 \pi x)}
$$

Show that $k_{r}(x) \geq 0$ for all $r$ and $x$, and that

$$
k_{r}(x)=\sum_{n=-\infty}^{\infty} r^{|n|} e^{2 \pi i n x}
$$

whence $\int_{0}^{1} k_{r}(x) d x=1$ for every $0<r<1$. Prove that $\left\{k_{r}\right\}$ is an approximate identity for $L^{p}(\mathbb{T})(1 \leq p<\infty)$ in the sense that

$$
f=\lim _{r \rightarrow 1} k_{r} * f
$$

where the limit is taken in $L^{p}(\mathbb{T})$.
EXERCISE 6.8. (Gauss Kernel) (a) Define $g$ on $\mathbb{R}$ by

$$
g(x)=(1 / \sqrt{2 \pi}) e^{-x^{2} / 2}
$$

and set

$$
g_{t}(x)=(1 / \sqrt{t}) g(x / \sqrt{t})=(1 / \sqrt{2 \pi t}) e^{-x^{2} / 2 t}
$$

Prove that $\left\{g_{t}\right\}$ is an approximate identity for $L^{p}(\mathbb{R})$ for $1 \leq p<\infty$.
(b) Define $g$ on $\mathbb{R}^{n}$ by

$$
g(x)=\left(1 /(2 \pi)^{n / 2}\right) e^{-\|x\|^{2} / 2}
$$

and set

$$
g_{t}(x)=\left(1 / t^{n / 2}\right) g(x / \sqrt{t})=(2 \pi t)^{-n / 2} e^{-\|x\|^{2} / 2 t}
$$

Prove that $\left\{g_{t}\right\}$ is an approximate identity for $L^{p}\left(\mathbb{R}^{n}\right)$ for $1 \leq p<\infty$.

## Green's Functions

DEFINITION. Let $\mu$ be a $\sigma$-finite Borel measure on $\mathbb{R}^{n}$, let $D$ be a dense subspace of $L^{p}(\mu)$, and suppose $L$ is a (not necessarily continuous) linear transformation of $D$ into $L^{p}(\mu)$. By a Green's function for $L$ we shall mean a $\mu \times \mu$-measurable kernel $g(x, y)$ on $\mathbb{R}^{n} \times \mathbb{R}^{n}$, for which the
corresponding (not necessarily bounded) integral operator $G$ satisfies the following: If $v$ belongs to the range of $L$, then $G(v)$, defined by

$$
[G(v)](x)=\int_{\mathbb{R}^{n}} g(x, y) v(y) d \mu(y)
$$

belongs to $D$, and $L(G(v))=v$. That is, the integral operator $G$ is a right inverse for the transformation $L$.
Obviously, knowing a Green's function for an operator $L$ is of use in solving for $u$ in an equation like $L(u)=f$. Not every (even invertible) linear transformation $L$ has a Green's function, although many classical transformations do. There are various techniques for determining Green's functions for general kinds of transformations $L$, but the most important L's are differential operators. The following exercise gives a classical example of the construction of a Green's function for such a transformation.
EXERCISE 6.9. Let $b$ be a positive real number, let $f$ be an element of $L^{1}([0, b])$, and consider the $n$th order ordinary differential equation:

$$
u^{(n)}+a_{n-1} u^{(n-1)}+\ldots+a_{1} u^{\prime}+a_{0} u=f
$$

where the coefficients $a_{0}, \ldots, a_{n-1}$ are constants. Let $D$ denote the set of all $n$ times everywhere-differentiable functions $u$ on $[0, b]$ for which $u^{(n)} \in L^{1}([0, b])$, and let $L$ be the transformation of $D$ into $L^{1}([0, b]) \subset$ $L^{1}(\mathbb{R})$ defined by

$$
L(u)=u^{(n)}+a_{n-1} u^{(n-1)}+\ldots+a_{1} u^{\prime}+a_{0} u .
$$

Let $A$ denote the $n \times n$ matrix defined by

$$
A=\left[\begin{array}{ccccc}
0 & 1 & 0 & \ldots & 0 \\
0 & 0 & 1 & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
-a_{0} & -a_{1} & -a_{2} & \ldots & -a_{n-1}
\end{array}\right]
$$

let $\vec{F}(t)$ be the vector-valued function given by

$$
\vec{F}(t)=\left[\begin{array}{c}
0 \\
\cdot \\
\cdot \\
\cdot \\
0 \\
f(t)
\end{array}\right]
$$

and consider the vector-valued differential equation

$$
\begin{equation*}
\dot{\vec{U}}=A \vec{U}+\vec{F} \tag{6.3}
\end{equation*}
$$

(a) Show that if $\vec{U}$ is a solution of Equation (6.3), then $u_{1}$ is a solution of Equation (6.2), where $u_{1}$ is the first component of $\vec{U}$.
(b) If $B$ is an $n \times n$ matrix, write $e^{B}$ for the matrix defined by

$$
e^{B}=\sum_{j=0}^{\infty} B^{j} / j!
$$

Define $\vec{U}$ on $[0, b]$ by

$$
\vec{U}(t)=\int_{0}^{t} e^{(t-s) A} \times \vec{F}(s) d s
$$

Prove that $\vec{U}$ is a solution of Equation (6.3).
(c) For $1 \leq i, j \leq n$, write $c_{i j}(t)$ for the $i j$ th component of the matrix $e^{t A}$. Define $g(t, s)=c_{1 n}(t-s)$ if $s \leq t$ and $g(t, s)=0$ otherwise. Prove that $g$ is a Green's function for $L$.
We give next two general, but certainly not all-inclusive, results on the existence of Green's functions.
If $h(x, y)$ is a function of two variables, we denote by $h^{y}$ the function of $x$ defined by $h^{y}(x)=h(x, y)$.

THEOREM 6.6. Let $\mu$ be a regular (finite on compact sets) $\sigma$-finite Borel measure on $\mathbb{R}^{n}$, let $D$ be a dense subspace of $L^{p}(\mu)(1 \leq p \leq \infty)$, and let $L$ be a (not necessarily continuous) linear transformation of $D$ into $L^{1}(\mu)$. Assume that:
(1) There exists a bounded integral operator $K$ from $L^{1}(\mu)$ into $L^{1}(\mu)$, determined by a kernel $k(x, y)$, for which $k$ is a reproducing kernel for the range $V$ of $L$, and such that the map $y \rightarrow k^{y}$ is uniformly continuous from $\mathbb{R}^{n}$ into $L^{1}(\mu)$.
(2) There exists a bounded integral operator $G$ from $L^{1}(\mu)$ into $L^{p}(\mu)$, determined by a kernel $g(x, y)$, such that the map $y \rightarrow g^{y}$ is uniformly continuous from $\mathbb{R}^{n}$ into $D$, and such that $L\left(g^{y}\right)=k^{y}$ for all $y$.
(3) The graph of $L$, thought of as a subset of $L^{p}(\mu) \times L^{1}(\mu)$, is closed. That is, if $\left\{u_{j}\right\}$ is a sequence of elements of $D$ that converges to an element $u \in L^{p}$, and if the sequence $\left\{L\left(u_{j}\right)\right\}$ converges in $L^{1}$ to a function $v$, then the pair $(u, v)$ belongs to the graph of $L$; i.e., $u \in D$ and $v=L(u)$.

Then $g$ is a Green's function for $L$.
PROOF. Let $v$ be in the range of $L$, and let $\left\{\phi_{j}\right\}$ be a sequence of simple functions having compact support that converges to $v$ in $L^{1}(\mu)$. Because $\mu$ is regular and $\sigma$-finite, we may assume that

$$
\phi_{j}=\sum_{i=1}^{n_{j}} a_{i, j} \chi_{E_{i, j}}
$$

where

$$
\lim _{j \rightarrow \infty} \max _{i} \operatorname{diam}\left(E_{i, j}\right) \equiv \lim \delta_{j}=0
$$

For each $j=1,2, \ldots$ and each $1 \leq i \leq n_{j}$, let $y_{i, j}$ be an element of $E_{i, j}$, and define functions $v_{j}$ and $u_{j}$ by

$$
v_{j}(x)=\sum_{i=1}^{n_{j}} a_{i, j} \mu\left(E_{i, j}\right) k^{y_{i, j}}(x)=\sum_{i=1}^{n_{j}} a_{i, j} \mu\left(E_{i, j}\right) k\left(x, y_{i, j}\right)
$$

and

$$
u_{j}(x)=\sum_{i=1}^{n_{j}} a_{i, j} \mu\left(E_{i, j}\right) g^{y_{i, j}}(x) .=\sum_{i=1}^{n_{j}} a_{i, j} \mu\left(E_{i, j}\right) g\left(x, y_{i, j}\right)
$$

Notice that each $u_{j} \in D$ and that $v_{j}=L\left(u_{j}\right)$. Finally, for each positive $\delta$, define $\epsilon_{1}(\delta)$ and $\epsilon_{2}(\delta)$ by

$$
\epsilon_{1}(\delta)=\sup _{\left\|y-y^{\prime}\right\|<\delta}\left\|k^{y}-k^{y^{\prime}}\right\|_{1}
$$

and

$$
\epsilon_{2}(\delta)=\sup _{\left\|y-y^{\prime}\right\|<\delta}\left\|g^{y}-g^{y^{\prime}}\right\|_{p}
$$

By the uniform continuity assumptions on the maps $y \rightarrow k^{y}$ and $y \rightarrow g^{y}$, we know that

$$
0=\lim _{\delta \rightarrow 0} \epsilon_{i}(\delta)
$$

First, we have that $v=\lim _{j} v_{j}$. For

$$
\begin{aligned}
\left\|v-v_{j}\right\|_{1}= & \left\|K(v)-v_{j}\right\|_{1} \\
\leq & \left\|K\left(v-\phi_{j}\right)\right\|_{1}+\left\|K\left(\phi_{j}\right)-v_{j}\right\|_{1} \\
\leq & \|K\|\left\|v-\phi_{j}\right\|_{1}+\int\left|\left[K\left(\phi_{j}\right)\right](x)-v_{j}(x)\right| d \mu(x) \\
= & \|K\|\left\|v-\phi_{j}\right\|_{1}+\int \mid \int k(x, y) \sum_{i=1}^{n_{j}} a_{i, j} \chi_{E_{i, j}}(y) d y \\
& \quad-\sum_{i=1}^{n_{j}} a_{i, j} \mu\left(E_{i, j}\right) k\left(x, y_{i, j}\right) \mid d x \\
= & \|K\|\left\|v-\phi_{j}\right\|_{1}+\int \mid \sum_{i=1}^{n_{j}}\left[\int k(x, y) a_{i, j} \chi_{E_{i, j}}(y)\right. \\
& \left.\quad-k\left(x, y_{i, j}\right) a_{i, j} \chi_{E_{i, j}}(y) d y\right] \mid d x \\
\leq & \|K\|\left\|v-\phi_{j}\right\|_{1} \\
& +\sum_{i=1}^{n_{j}}\left|a_{i, j}\right| \int \chi_{E_{i, j}}(y) \int\left|k(x, y)-k\left(x, y_{i, j}\right)\right| d x d y \\
= & \|K\|\left\|v-\phi_{j}\right\|_{1}+\sum_{i=1}^{n_{j}}\left|a_{i, j}\right| \int \| k^{y}-k^{y_{i, j} \|_{1} \chi_{E_{i, j}}(y) d y} \\
\leq & \|K\|\left\|v-\phi_{j}\right\|_{1}+\epsilon_{1}\left(\delta_{j}\right)\left\|\phi_{j}\right\|_{1},
\end{aligned}
$$

which tends to zero as $j$ tends to $\infty$.
Similarly, we have that $G(v)=\lim _{j} u_{j}$. (See the following exercise.) So, since the graph of $L$ is closed, and since $L\left(u_{j}\right)=v_{j}$ for all $j$, we see that $G(v) \in D$ and $L(G(v))=v$, as desired.
EXERCISE 6.10. In the proof of Theorem 6.6, verify that $G(v)$ is the $L^{p}$ limit of the sequence $\left\{u_{j}\right\}$. HINT: Use the integral form of Minkowski's inequality. See Exercise 4.13.

THEOREM 6.7. Let $\mu, D$, and $L$ be as in the preceding theorem. Suppose $\left\{g_{t}(x, y)\right\}$ is a parameterized family of kernels on $\mathbb{R}^{n} \times \mathbb{R}^{n}$ such that, for each $t$, the operator $G_{t}$ determined by the kernel $g_{t}$ is a bounded integral operator from $L^{1}\left(\mathbb{R}^{n}\right)$ into $L^{p}\left(\mathbb{R}^{n}\right)$, and the map $y \rightarrow g_{t}^{y}$ is uniformly continuous from $\mathbb{R}^{n}$ into $D$. Suppose that $\left\{k_{t}(x, y)\right\}$ is an approximate identity for the range of $L$, that for each $t$ the map $y \rightarrow k_{t}^{y}$ is uniformly continuous from $\mathbb{R}^{n}$ into $L^{1}(\mu)$, and that $L\left(g_{t}^{y}\right)=k_{t}^{y}$ for all $t$ and $y$.

Suppose finally that $\lim _{t \rightarrow 0} g_{t}(x, y)=g(x, y)$ for almost all $x$ and $y$, and that $\lim _{t \rightarrow 0} G_{t}(v)=G(v)$ for each $v$ in the range of $L$, where $G$ is the integral operator determined by the kernel $g$. Then $g$ is a Green's function for $L$.

EXERCISE 6.11. Prove Theorem 6.7. HINT: For $v$ in the range of $L$, show that $G_{t}(v) \in D$ and that $L\left(G_{t}(v)\right)=K_{t}(v)$. Then use again the fact that the graph of $L$ is closed.

EXERCISE 6.12. Let $\mu$ be Lebesgue measure on $\mathbb{R}^{n}$, and suppose $D$ and $L$ are as in the preceding two theorems. Assume that $L$ is homogeneous of degree $d$. That is, if $\delta_{t}$ is the map of $\mathbb{R}^{n}$ into itself defined by $\delta_{t}(x)=t x$, then

$$
L\left(u \circ \delta_{t}\right)=t^{d}[L(u)] \circ \delta_{t} .
$$

(Homogeneous differential operators fall into this class.) Suppose $p$ is a nonnegative function on $\mathbb{R}^{n}$ of integral 1 , and that $u_{0}$ is an element of $D$ for which $L\left(u_{0}\right)=p$. Define $g_{t}(x)=t^{d-n} u_{0}(x / t)$, and assume that, for each $v$ in the range of $L, \lim _{t \rightarrow 0} g_{t} * v$ exists and that $g_{t}$ converges, as $t$ approaches 0 , almost everywhere to a function $g$. Show that $g$ is a Green's function for $L$. HINT: Use Theorem 6.5 to construct an approximate identity from the function $p$. Then verify that the hypotheses of Theorem 6.7 hold.

## Fourier Transform

DEFINITION. If $f$ is a complex-valued function in $L^{1}(\mathbb{R})$, define a function $\hat{f}$ on $\mathbb{R}$ by

$$
\hat{f}(\xi)=\int_{-\infty}^{\infty} f(x) e^{-2 \pi i x \xi} d x
$$

The function $\hat{f}$ is called the Fourier transform of $f$.
EXERCISE 6.13. (a) (Riemann-Lebesgue Theorem) For $f \in L^{1}$, show that the Fourier transform $\hat{f}$ of $f$ is continuous, vanishes at infinity, and $\|\hat{f}\|_{\infty} \leq\|f\|_{1}$. HINT: Do this first for $f$ the characteristic function of a finite interval ( $a, b$ ) and then approximate (in $L^{1}$ norm) an arbitrary $f$ by step functions.
(b) If $f$ and $g$ are elements of $L^{1}$, prove the Convolution Theorem

$$
\widehat{f * g}=\hat{f} \hat{g}
$$

and the Exchange Theorem

$$
\int f \hat{g}=\int \hat{f} g
$$

(c) For $f \in L^{1}$, define $f^{*}$ by

$$
f^{*}(x)=\overline{f(-x)}
$$

Show that $\widehat{f^{*}}=\overline{\hat{f}}$.
(d) If $|x||f(x)| \in L^{1}$, show that $\hat{f}$ is differentiable, and

$$
\hat{f}^{\prime}(\xi)=-2 \pi i \int x f(x) e^{-2 \pi i x \xi} d x
$$

(e) If $f$ is absolutely continuous $\left(f(x)=\int_{-\infty}^{x} f^{\prime}\right)$, and both $f$ and $f^{\prime}$ are in $L^{1}(\mathbb{R})$, show that $\xi \hat{f}(\xi) \in C_{0}$.
(f) Show that the Fourier transform sends Schwartz space $\mathcal{S}$ into itself.
(g) If $f(x)=e^{-2 \pi|x|}$, show that

$$
\hat{f}(\xi)=(1 / \pi) \frac{1}{1+\xi^{2}}
$$

(h) If $g(x)=e^{-\pi x^{2}}$, show that

$$
\hat{g}(\xi)=e^{-\pi \xi^{2}}=g(\xi)
$$

That is, $\hat{g}=g$. HINT: Show that $\hat{g}$ satisfies the differential equation

$$
\hat{g}^{\prime}(\xi)=-2 \pi \xi \hat{g}(\xi)
$$

and

$$
\hat{g}(0)=1
$$

Recall that

$$
\int_{-\infty}^{\infty} e^{-x^{2} / 2} d x=\sqrt{2 \pi}
$$

EXERCISE 6.14. (Inversion Theorem)
(a) (Fourier transform of the Gauss kernel) If $g_{t}$ is the function defined by

$$
g_{t}(x)=(1 / \sqrt{2 \pi t}) e^{-x^{2} / 2 t}
$$

use part h of the preceding exercise to show that

$$
\widehat{g_{t}}(\xi)=e^{-2 \pi^{2} t \xi^{2}}
$$

whence

$$
g_{t}(x)=\int \hat{g}_{t}(\xi) e^{2 \pi i x \xi} d \xi
$$

(b) Show that for any $f \in L^{1}$, for which $\hat{f}$ also is in $L^{1}$, we have that $f$ is continuous and

$$
f(x)=\int \hat{f}(\xi) e^{2 \pi i x \xi} d \xi
$$

HINT: Make use of the fact that the $g_{t}$ 's of part a form an approximate identity. Establish the equality

$$
\int \hat{f}(\xi) e^{2 \pi i x \xi} d \xi=\lim _{t \rightarrow 0} \int \hat{f}(\xi) \hat{g}_{t}(\xi) e^{2 \pi i x \xi} d \xi
$$

and then use the convolution theorem.
(c) Conclude that the Fourier transform is 1-1 on $L^{1}$.
(d) Show that Schwartz space is mapped 1-1 and onto itself by the Fourier transform. Show further that the Fourier transform is a topological isomorphism of order 4 from the locally convex topological vector space $\mathcal{S}$ onto itself.

THEOREM 6.8. (Plancherel Theorem) If $f \in L^{1}(\mathbb{R}) \cap L^{2}(\mathbb{R})$, then $\hat{f} \in L^{2}(\mathbb{R})$ and $\|f\|_{2}=\|\hat{f}\|_{2}$. Consequently, if $f, g \in L^{1}(\mathbb{R}) \cap L^{2}(\mathbb{R})$, then

$$
\int f(x) \overline{g(x)} d x=\int \hat{f}(\xi) \overline{\hat{g}(\xi)} d \xi
$$

PROOF. Suppose first that $f$ is in Schwartz space $\mathcal{S}$, and write $f^{*}$ for the function defined by

$$
f^{*}(x)=\overline{f(-x)}
$$

Then $f * f^{*} \in L^{1}$, and $\widehat{f * f^{*}}=|\hat{f}|^{2} \in L^{1}$. So, by the Inversion Theorem,

$$
\begin{aligned}
\|f\|_{2}^{2} & =\int f(x) \overline{f(x)} d x \\
& =\int f(x) f^{*}(-x) d x \\
& =\left(f * f^{*}\right)(0) \\
& =\int \widehat{f * f^{*}}(\xi) e^{2 \pi i 0 \times \xi} d \xi \\
& =\int \widehat{f * f^{*}}(\xi) d \xi \\
& =\int|\hat{f}(\xi)|^{2} d \xi \\
& =\|\hat{f}\|_{2}^{2} .
\end{aligned}
$$

Now, if $f$ is an arbitrary element of $L^{1}(\mathbb{R}) \cap L^{2}(\mathbb{R})$, and if $\left\{f_{n}\right\}$ is a sequence of elements of $\mathcal{S}$ that converges to $f$ in $L^{2}$ norm, then the sequence $\left\{\widehat{f_{n}}\right\}$ is a Cauchy sequence in $L^{2}(\mathbb{R})$, whence converges to an element $g \in L^{2}(\mathbb{R})$. We need only show that $g$ and $\hat{f}$ agree almost everywhere. If $h$ is any element of $\mathcal{S}$ we have, using part b of Exercise 6.13, that

$$
\begin{aligned}
\int g(\xi) h(\xi) d \xi & =\lim \int \widehat{f_{n}}(\xi) h(\xi) d \xi \\
& =\lim \int f_{n}(\xi) \hat{h}(\xi) d \xi \\
& =\int f(\xi) \hat{h}(\xi) d \xi \\
& =\int \hat{f}(\xi) h(\xi) d \xi,
\end{aligned}
$$

showing that $\hat{f}$ and $g$ agree as $L^{2}$ functions. (Why?) It follows then that $\hat{f} \in L^{2}$ and $\|\hat{f}\|_{2}=\|f\|_{2}$.
The final equality of the theorem now follows from the polarization identity in $L^{2}(\mathbb{R})$. That is, for any $f, g \in L^{2}(\mathbb{R})$, we have

$$
\int f \bar{g}=(1 / 4) \sum_{k=0}^{3} i^{k} \int\left(f+i^{k} g\right) \overline{\left(f+i^{k} g\right)}
$$

which can be verified by expanding the right-hand side.

REMARK. The Plancherel theorem asserts that the Fourier transform is an isometry in the $L^{2}$ norm from $L^{1}(\mathbb{R}) \cap L^{2}(\mathbb{R})$ into $L^{2}(\mathbb{R})$. Since Schwartz space is in the range of the Fourier transform on $L^{1}(\mathbb{R}) \cap L^{2}(\mathbb{R})$, the Fourier transform maps $L^{1}(\mathbb{R}) \cap L^{2}(\mathbb{R})$ onto a dense subspace of $L^{2}(\mathbb{R})$, whence there exists a unique extension $U$ of the Fourier transform from $L^{1}(\mathbb{R}) \cap L^{2}(\mathbb{R})$ to an isometry on all of $L^{2}(\mathbb{R})$. This $U$ is called the $L^{2}$ Fourier transform. It is an isometry of $L^{2}(\mathbb{R})$ onto itself.

EXERCISE 6.15. (a) Suppose $f(x)$ and $x f(x)$ are both elements of $L^{2}(\mathbb{R})$. Prove that $U(f)$ is differentiable almost everywhere and compute $[U(f)]^{\prime}(\xi)$.
(b) If $f$ is absolutely continuous and both $f$ and $f^{\prime}$ belong to $L^{2}(\mathbb{R})$, show that $f(x)=\int_{-\infty}^{x} f^{\prime}(t) d t$ and that $\left[U\left(f^{\prime}\right)\right](\xi)=2 \pi i \xi[U(f)](\xi)$. State and prove results for the $L^{2}$ Fourier transform that are analogous to parts b and c of Exercise 6.13.
(c) Suppose $f$ is in $L^{2}(\mathbb{R})$ but not $L^{1}(\mathbb{R})$. Assume that for almost every $\xi$, the function $f(x) e^{-2 \pi i x \xi}$ is improperly Riemann integrable. That is, assume that there exists a function $g$ such that

$$
\lim _{B \rightarrow \infty} \int_{-B}^{B} f(x) e^{-2 \pi i x \xi} d x
$$

exists and equals $g(\xi)$ for almost all $\xi$. Prove that $g=U(f)$.
(d) Define the function $f$ by $f(x)=\sin (x) / x$. Prove that $f \in L^{2}(\mathbb{R})$ but not in $L^{1}(\mathbb{R})$. Show that $f$ is improperly Riemann integrable, and establish that

$$
\lim _{B \rightarrow \infty} \int_{-B}^{B} f(x) d x=\pi
$$

HINT: Verify the following equalities:

$$
\begin{aligned}
\lim _{B \rightarrow \infty} \int_{-B}^{B} f(x) d x & =2 \lim _{n} \int_{0}^{\pi(n+1 / 2)} f(x) d x \\
& =\lim _{n} \int_{0}^{\pi} \frac{\sin ((n+1 / 2) x)}{x / 2} d x \\
& =\lim _{n} \int_{0}^{\pi} \frac{\sin ((n+1 / 2) x)}{\sin ((1 / 2) x)} d x \\
& =\lim _{n} \int_{0}^{\pi} \frac{e^{-i(n+1 / 2) x}-e^{i(n+1 / 2) x}}{e^{-i(1 / 2) x}-e^{i(1 / 2) x}} d x \\
& =\lim _{n} \int_{0}^{\pi} \sum_{k=-n}^{n} e^{i k x} d x \\
& =\pi
\end{aligned}
$$

(e) Fix a $\delta>0$, and let $f_{\delta}(x)=1 / x$ for $|x| \geq \delta$. Use part c to show that

$$
\left[U\left(f_{\delta}\right)\right](\xi)=-i \operatorname{sgn}(\xi) \lim _{B \rightarrow \infty} \int_{2 \pi \delta|\xi| \leq|x| \leq B} \sin (x) / x d x
$$

where sgn denotes the signum function defined on $\mathbb{R}$ by

$$
\begin{gathered}
\operatorname{sgn}(t)=1, \text { for } t>0 \\
\operatorname{sgn}(0)=0 \\
\operatorname{sgn}(t)=-1, \text { for } t<0
\end{gathered}
$$

Using part d, conclude that $\left[U\left(f_{\delta}\right)\right](\xi)$ is uniformly bounded in both the variables $\delta$ and $\xi$, and show that

$$
\lim _{\delta \rightarrow 0}\left[U\left(f_{\delta}\right)\right](\xi)=-\pi i \operatorname{sgn}(\xi)
$$

(We may say then that the Fourier transform of the non-integrable and non-square-integrable function $1 / x$ is the function $-\pi i s g n$.)

EXERCISE 6.16. (Hausdorff-Young Inequality) Suppose $f \in L^{1} \cap L^{p}$ for $1 \leq p \leq 2$. Prove that $\hat{f} \in L^{p^{\prime}}$, for $1 / p+1 / p^{\prime}=1$, and that $\|\hat{f}\|_{p^{\prime}} \leq$ $\|f\|_{p}$. HINT: Use the Riesz Interpolation Theorem.

DEFINITION. If $u$ is a tempered distribution, i.e., an element of $\mathcal{S}^{\prime}$, define the Fourier transform $\hat{u}$ of $u$ to be the linear functional on $\mathcal{S}$ given by

$$
\hat{u}(f)=u(\hat{f})
$$

EXERCISE 6.17. (a) Prove that the Fourier transform of a tempered distribution is again a tempered distribution.
(b) Suppose $h$ is a tempered function in $L^{1}(\mathbb{R})\left(L^{2}(\mathbb{R})\right)$, and suppose that $u$ is the tempered distribution $u_{h}$. Show that $\hat{u}=u_{\hat{h}}\left(u_{U(h)}\right)$.
(c) If $u$ is the tempered distribution defined by

$$
u(f)=\lim _{\delta \rightarrow 0} \int_{|t| \geq \delta}[f(t) / t] d t
$$

show that $\hat{u}=u_{-\pi i s g n}$. See part b of Exercise 5.8.
(d) If $u$ is a tempered distribution, show that the Fourier transform of the tempered distribution $u^{\prime}$ is the tempered distribution $v=m \hat{u}$, where $m$ is the $C^{\infty}$ tempered function given by $m(\xi)=2 \pi i \xi$. That is,

$$
\widehat{u^{\prime}}(f)=v(f)=\hat{u}(m f)
$$

(e) Suppose $u$ and its distributional derivative $u^{\prime}$ are both tempered distributions corresponding to $L^{2}$ functions $f$ and $g$ respectively. Prove that $f$ is absolutely continuous and that $f^{\prime}(x)=-g(x)$ a.e.
(f) Suppose both $u$ and its distributional derivative $u^{\prime}$ are tempered distributions corresponding to $L^{2}$ functions $f$ and $g$ respectively. Assume that there exists an $\epsilon>0$ such that $|\xi|^{(3 / 2)+\epsilon} \hat{u}(\xi)$ is in $L^{2}(\mathbb{R})$. Prove that $f$ is in fact a $C^{1}$ function.

DEFINITION. For vectors $x$ and $y$ in $\mathbb{R}^{n}$, write $(x, y)$ for the dot product of $x$ and $y$. If $f \in L^{1}\left(\mathbb{R}^{n}\right)$, define the Fourier transform $\hat{f}$ of $f$ on $\mathbb{R}^{n}$ by

$$
\hat{f}(\xi)=\int_{\mathbb{R}^{n}} f(x) e^{-2 \pi i(x, \xi)} d x
$$

EXERCISE 6.18. (a) Prove the Riemann-Lebesgue theorem: If $f \in$ $L^{1}\left(\mathbb{R}^{n}\right)$, then $\hat{f} \in C_{0}\left(\mathbb{R}^{n}\right)$.
(b) Prove the convolution theorem: If $f, g \in L^{1}\left(\mathbb{R}^{n}\right)$, then

$$
\widehat{f * g}=\hat{f} \hat{g}
$$

Show also that $\int \hat{f} g=\int f \hat{g}$.
(c) Let $1 \leq j \leq n$, and suppose that both $f$ and its partial derivative $\frac{\partial f}{\partial x_{j}}$ belong to $L^{1}\left(\mathbb{R}^{n}\right)$. Show that

$$
\frac{\widehat{\partial f}}{\partial x_{j}}(\xi)=2 \pi i \xi_{j} \hat{f}(\xi)
$$

Generalize this equality to higher order and mixed partial derivatives.
(d) For $t>0$ define $g_{t}$ on $\mathbb{R}^{n}$ by

$$
g_{t}(x)=(2 \pi t)^{-n / 2} e^{-\|x\|^{2} / 2 t}
$$

Show that

$$
\widehat{g_{t}}(\xi)=e^{-2 \pi t\|\xi\|^{2}}
$$

(e) Prove the Inversion Theorem for the Fourier transform on $L^{1}\left(\mathbb{R}^{n}\right)$; i.e., if $f, \hat{f} \in L^{1}\left(\mathbb{R}^{n}\right)$, show that

$$
f(x)=\int_{\mathbb{R}^{n}} \hat{f}(\xi) e^{2 \pi i(x, \xi)} d \xi
$$

for almost all $x \in \mathbb{R}^{n}$.
(f) Prove the Plancherel Formula for the Fourier transform on $L^{2}\left(\mathbb{R}^{n}\right)$; i.e., for $f, g \in L^{1}\left(\mathbb{R}^{n}\right) \cap L^{2}\left(\mathbb{R}^{n}\right)$, show that

$$
\int f \bar{g}=\int \hat{f} \overline{\hat{g}}
$$

Verify that the Fourier transform has a unique extension from $L^{1}\left(\mathbb{R}^{n}\right) \cap$ $L^{2}\left(\mathbb{R}^{n}\right)$ to an isometry from $L^{2}\left(\mathbb{R}^{n}\right)$ onto itself. We denote this isometry by $U$ and call it the $L^{2}$ Fourier transform on $\mathbb{R}^{n}$.

EXERCISE 6.19. (The Green's Function for the Laplacian) Let $L$ denote the Laplacian on $\mathbb{R}^{n}$; i.e.,

$$
L(u)=\sum_{i=1}^{n} \frac{\partial^{2} u}{\partial x_{i}^{2}}
$$

for $u$ any almost everywhere twice differentiable function on $\mathbb{R}^{n}$. Let $D$ be the space of all functions $u \in L^{2}\left(\mathbb{R}^{n}\right)$, all of whose first and second order partial derivatives are continuous and belong to $L^{2}\left(\mathbb{R}^{n}\right)$. Think of $L$ as a mapping of $D$ into $L^{2}\left(\mathbb{R}^{n}\right)$. Let $\tilde{D}$ be the set of all $f \in L^{2}\left(\mathbb{R}^{n}\right)$
such that $\|\xi\|^{2} U(f)(\xi)$ belongs to $L^{2}\left(\mathbb{R}^{n}\right)$, and define $\tilde{L}: \tilde{D} \rightarrow L^{2}\left(\mathbb{R}^{n}\right)$ by $\tilde{L}(f)=U^{-1}(m U(f))$, where $U$ denotes the $L^{2}$ Fourier transform on $\mathbb{R}^{n}$, and $m$ is the function defined by $m(\xi)=-4 \pi^{2}\|\xi\|^{2}$.
(a) Show that $D \subseteq \tilde{D}$, that $\tilde{L}$ is an extension of $L$, and that the graph of $\tilde{L}$ is closed.
(b) Assume that $n \geq 5$. Find a Green's function $g$ for $\tilde{L}$, and observe that $g$ is also a Green's function for $L$. HINT: Set

$$
p(x)=c /\left(1+\|x\|^{2}\right)^{(n+2) / 2}
$$

find a $u_{0} \in D$ such that $L\left(u_{0}\right)=\tilde{L}\left(u_{0}\right)=p$. Then use Exercises 6.7 and 6.12.
(c) Extrapolating from the results in part b, find a Green's function for the Laplacian in $\mathbb{R}^{3}$ and $\mathbb{R}^{4}$.
(d) Find a Green's function for the Laplacian in $\mathbb{R}^{2}$ and in $\mathbb{R}$. HINT: Notice that the Green's functions in parts b and c satisfy $L(g)=0$ except at the origin.

## Hilbert Transform on the Line

If $m$ is a bounded measurable function on $\mathbb{R}$, we may define a bounded operator $M$ on $L^{2}$ by

$$
M(f)=U^{-1}(m U(f))
$$

where $U$ denotes the $L^{2}$ Fourier transform. Such an operator $M$ is called a multiplier operator or simply a multiplier.
EXERCISE 6.20. Suppose $m=\hat{f}$ for some $L^{1}$ function $f$. Show that the multiplier operator $M$ is given by

$$
M(g)=f * g
$$

Note, therefore, that multipliers are generalizations of $L^{1}$ convolution operators.
REMARK. Recall from Theorem 6.2 that $L^{1}$ convolution operators determine bounded operators on every $L^{p}$ space $(1 \leq p \leq \infty)$. If $m$ is not the Fourier transform of an $L^{1}$ function, then the multiplier $M$ (a priori a bounded operator on $L^{2}(\mathbb{R})$ ) may or may not have extensions to bounded operators on $L^{p}$ spaces other than $p=2$, and it is frequently important to know when it does have such extensions.

EXERCISE 6.21. Let $m$ be a bounded measurable function on $\mathbb{R}$.
(a) Suppose that the multiplier $M$, corresponding to the function $m$, determines a bounded operator from $L^{p}(\mathbb{R})$ into itself for every $1<$ $p<\infty$. Show that the multiplier corresponding to the function $\bar{m}$ is the adjoint $M^{*}$ of $M$, and hence is a bounded operator from $L^{q}(\mathbb{R})$ into itself for every $1<q<\infty$.
(b) Prove that the multiplier $M$, corresponding to the function $m$, determines a bounded operator from $L^{p}(\mathbb{R})$ into itself, for some $1<p<\infty$, if and only if $M$ is a bounded operator from $L^{p^{\prime}}(\mathbb{R})$ into itself, where $1 / p+1 / p^{\prime}=1$.

Perhaps the most important example of a nontrivial multiplier is the following.
DEFINITION. Let $h$ denote the function $-i$ sgn, where $\operatorname{sgn}$ is the signum function. The Hilbert transform is the multiplier operator $H$ corresponding to the function $h$; i.e., on $L^{2}(\mathbb{R})$ we have

$$
H(f)=U^{-1}(-i \operatorname{sgn} U(f))
$$

REMARK. In view of the results in Exercises 6.15 and 6.20 , we might expect the Hilbert transform to correspond somehow to convolution by the nonintegrable function $1 / \pi x$. Indeed, this is what we shall see below.
EXERCISE 6.22. (a) Show that the Hilbert transform has no extension to a bounded operator on $L^{1}$. HINT: For $f \in L^{1}(\mathbb{R}) \cap L^{2}(\mathbb{R})$, we have that $U(f)=\hat{f}$ is continuous.
(b) Suppose $f \in L^{1}(\mathbb{R}) \cap L^{2}(\mathbb{R})$, and $\hat{f} \in L^{1}(\mathbb{R})$. Verify the following sequence of equalities:

$$
\begin{aligned}
{[H(f)](x) } & =\left[U^{-1}(-i \operatorname{sgn} \hat{f})\right](x) \\
& =(1 / \pi) \lim _{\delta \rightarrow 0}\left[U^{-1}\left(U\left(f_{\delta}\right) \hat{f}\right)\right](x) \\
& =(1 / \pi) \lim _{\delta \rightarrow 0} \int_{-\infty}^{\infty} \hat{f}(\xi)\left[U\left(f_{\delta}\right)\right](\xi) e^{2 \pi i x \xi} d \xi \\
& =(1 / \pi) \lim _{\delta \rightarrow 0} \int_{-\infty}^{\infty} f(x+t) f_{\delta}^{*}(t) d t \\
& =\lim _{\delta \rightarrow 0} \int_{|t| \geq \delta} f(x-t) / \pi t d t
\end{aligned}
$$

where $f_{\delta}$ is the function from part e of Exercise 6.15. Note that this shows that the operator $H$ can be thought of as a generalization of convolution, in this case by the nonintegrable function $1 / \pi x$.
(c) Verify that if $f$ is a real-valued function in $L^{1}(\mathbb{R}) \cap L^{2}(\mathbb{R})$, and if $\hat{f}$ is in $L^{1}(\mathbb{R})$, then $H(f)$ also is real-valued.
EXERCISE 6.23. (a) For each positive real number $y$, define the function $g_{y}$ by

$$
g_{y}(\xi)=e^{-2 \pi y|\xi|}
$$

Show that

$$
\operatorname{sgn}(\xi) g_{y}(\xi)=(-1 / 2 \pi y) g_{y}^{\prime}(\xi)
$$

for every $y>0$ and every $\xi \neq 0$.
(b) Let $f$ be a Schwartz function. For any real $x$, let $f_{x}$ denote the function defined by

$$
f_{x}(y)=f(x+y)
$$

Verify the following sequence of equalities:

$$
\begin{aligned}
{[H(f)](x) } & =\lim _{y \rightarrow 0}(i / 2 \pi y)\left[U^{-1}\left(g_{y}^{\prime} \hat{f}\right)\right](x) \\
& =\lim _{y \rightarrow 0}(i / 2 \pi y) \int_{-\infty}^{\infty} g_{y}^{\prime}(\xi) \hat{f}(\xi) e^{2 \pi i x \xi} d \xi \\
& =\lim _{y \rightarrow 0}(-i / 2 \pi y) \int_{-\infty}^{\infty} g_{y}(\xi){\widehat{f}_{x}^{\prime}}^{\prime}(\xi) d \xi \\
& =\lim _{y \rightarrow 0}(-i / 2 \pi y) \int_{-\infty}^{\infty} \widehat{g_{y}}(t)(-2 \pi i t) f_{x}(t) d t \\
& =\lim _{y \rightarrow 0} \int_{-\infty}^{\infty} \frac{t / \pi}{t^{2}+y^{2}} f(x-t) d t
\end{aligned}
$$

Note again that the Hilbert transform can be regarded as a kind of convolution by $1 / \pi x$.
THEOREM 6.9. The Hilbert transform determines a bounded operator from $L^{p}$ into itself, for each $1<p<\infty$.
PROOF. Given a $1<p<\infty$, it will suffice to prove that there exists a positive constant $c_{p}$ such that

$$
\|H(f)\|_{p} \leq c_{p}\|f\|_{p}
$$

for all real-valued, $C^{\infty}$ functions $f$ having compact support. (Why?) First, let $n$ be a positive integer, and let $p=2 n$. For such a fixed realvalued, $C^{\infty}$ function $f$ having compact support, define a function $F$ of a complex variable $z=x+i y$ by

$$
F(z)=(1 / \pi i) \int_{-\infty}^{\infty} f(t) /(t-z) d t
$$

Then $F$ is analytic at each point $z=x+i y$ for $y>0$ (it has a derivative there). It follows easily that there exists a constant $c$ for which

$$
\begin{equation*}
|F(x+i y)| \leq c / y \tag{6.4}
\end{equation*}
$$

for all $x$ and all $y>0$, and

$$
\begin{equation*}
|F(x+i y)| \leq c /|x| \tag{6.5}
\end{equation*}
$$

for all $y>0$ and all sufficiently large $x$. (See Exercise 6.24 below.)
If we write $F=U+i V$, then since $f$ is real-valued we have

$$
U(x+i y)=\int_{-\infty}^{\infty} \frac{y / \pi}{y^{2}+(x-t)^{2}} f(t) d t
$$

and

$$
V(x+i y)=\int_{-\infty}^{\infty} \frac{(x-t) / \pi}{(x-t)^{2}+y^{2}} f(t) d t
$$

Then, by Exercises 6.7 and 6.23 , we have that for every real $x$

$$
f(x)=\lim _{y \rightarrow 0} U(x+i y)
$$

and

$$
[H(f)](x)=\lim _{y \rightarrow 0} V(x+i y)
$$

We fix a sequence $\left\{y_{j}\right\}$ converging to 0 and define $U_{j}(x)=U\left(x+i y_{j}\right)$ and $V_{j}(x)=V\left(x+i y_{j}\right)$. Then $f=\lim U_{j}$ and $H(f)=\lim V_{j}$.
Because $F$ is analytic in the upper half plane, and because of inequalities (6.4) and (6.5), we have that

$$
\begin{equation*}
\int_{-\infty}^{\infty} F^{2 n}(x+i y) d x=0 \tag{6.6}
\end{equation*}
$$

for each positive $y$. (See Exercise 6.24.) Hence

$$
\int_{-\infty}^{\infty} \Re\left(F^{2 n}\right)(x+i y) d x=0
$$

for every positive $y$.
From trigonometry, we see that there exist positive constants $a_{n}$ and $b_{n}$ such that

$$
\sin ^{2 n}(\theta) \leq a_{n} \cos ^{2 n}(\theta)+(-1)^{n} b_{n} \cos (2 n \theta)
$$

for all real $\theta$. Indeed, choose $b_{n}$ so that this is true for $\theta$ near $\pi / 2$ and then choose $a_{n}$ so the inequality holds for other $\theta$ 's. It follows then that for any complex number $z$ we have

$$
\Im(z)^{2 n} \leq a_{n} \Re(z)^{2 n}+(-1)^{n} b_{n} \Re\left(z^{2 n}\right)
$$

So, we have that

$$
V(x+i y)^{2 n} \leq a_{n} U(x+i y)^{2 n}+(-1)^{n} b_{n} \Re\left(F^{2 n}(x+i y)\right),
$$

whence

$$
\int_{-\infty}^{\infty} V(x+i y)^{2 n} d x \leq a_{n} \int_{-\infty}^{\infty} U(x+i y)^{2 n} d x
$$

implying that

$$
\int_{-\infty}^{\infty}\left|V_{j}(x)\right|^{2 n} d x \leq a_{n} \int_{-\infty}^{\infty}\left|U_{j}(x)\right|^{2 n} d x
$$

for all $j$. So, by the dominated convergence theorem and part bof Exercise 6.7,

$$
\int_{-\infty}^{\infty}|[H(f)](x)|^{p} d x \leq a_{n} \int_{-\infty}^{\infty}|f(x)|^{p} d x
$$

and

$$
\|H(f)\|_{p} \leq a_{n}^{1 / p}\|f\|_{p}
$$

where $p=2 n$.
We have thus shown that the Hilbert transform determines a bounded operator from $L^{p}$ into itself, for $p$ of the form $2 n$. By the Riesz Interpolation Theorem, it follows then that the Hilbert transform determines a bounded operator from $L^{p}$ into itself, for $2 \leq p<\infty$. The proof can now be completed by appealing to Exercise 6.21 for the cases $1<p<2$.
EXERCISE 6.24. (a) Show that any constant $c \geq \int|f(t)| d t$ will satisfy inequality (6.4). Supposing that $f$ is supported in the interval $[-a, a]$, show that any constant $c \geq 2 \int|f(t)| d t$ will satisfy inequality (6.5) if $|x| \geq 2 a$.
(b) Establish Equation (6.6) by integrating around a large square contour.
(c) Let $m$ be the characteristic function of an open interval $(a, b)$, where $-\infty \leq a<b \leq \infty$. Prove that the multiplier $M$, corresponding to $m$ determines a bounded operator on every $L^{p}$ for $1<p<\infty$. HINT: Write $m$ as a finite linear combination of translates of $-i$ sgn.
(d) Let $m$ be the characteristic function of the set $E=\cup_{n}[2 n, 2 n+$ $1]$. Verify that the multiplier $M$ corresponding to $m$ has no bounded extension to any $L^{p}$ space for $p \neq 2$.

## CHAPTER VII

## AXIOMS FOR A MATHEMATICAL MODEL OF EXPERIMENTAL SCIENCE

This chapter is a diversion from the main subject of this book, and it can be skipped without affecting the material that follows. However, we believe that the naive approach taken in this chapter toward the axiomatizing of experimental science serves as a good motivation for the mathematical theory developed in the following four chapters.
We describe here a set of axioms, first introduced by G.W. Mackey, to model experimental investigation of a system in nature. We suppose that we are studying a phenomenon in terms of various observations of it that we might make. We postulate that there exists a nonempty set $S$ of what we shall call the possible states of the system, and we postulate that there is a nonempty set $O$ of what we shall call the possible observables of the system. We give two examples.
(1) Suppose we are investigating a system that consists of a single physical particle in motion on an infinite straight line. Newtonian mechanics $(f=m a)$ tells us that the system is completely determined for all future time by the current position and velocity, i.e., by two real numbers. Hence, the states of this system might well be identified with points in
the plane. Two of the (many) possible observables of this system can be described as position and velocity observables. We imagine that there is a device which indicates where the particle is and another device that indicates its velocity. More realistically, we might have many yes/no devices that answer the observational questions: "Is the particle between $a$ and $b$ ?" "Is the velocity of the particle between $c$ and $d$ ?"
Quantum mechanical models of this single particle are different from the Newtonian one. They begin by assuming that the (pure) states of this one-particle system are identifiable with certain square-integrable functions and the observables are identified with certain linear transformations. This model seems quite mysterious to most mathematicians, and Mackey's axioms form one attempt at justifying it.
(2) Next, let us imagine that we are investigating a system in which three electrical circuits are in a black box and are open or closed according to some process of which we are not certain. The states of this system might well be described as all triples of 0's and 1's ( 0 for open and 1 for closed). Suppose that we have only the following four devices for observing this system. First, we can press a button $b_{0}$ and determine how many of the three circuits are closed. However, when we press this button, it has the effect of opening all three circuits, so that we have no hope of learning exactly which of the three were closed. (Making the observation actually affects the system.) In addition, we have three other buttons $b_{1}, b_{2}, b_{3}, b_{i}$ telling whether circuit $i$ is open or closed. Again, when we press button $b_{i}$, all three circuits are opened, so that we have no way of determining if any of the circuits other than the $i$ th was closed. This is a simple example in which certain simultaneous observations appear to be impossible, e.g., determining whether circuits 1 and 2 are both closed.
The axioms we introduce are concerned with the concept of interpreting what it means to make a certain observation of the system when the system is in a given state. The result of such an observation should be a real number, with some probability, depending on the state and on the observable.

AXIOM 1. To each state $\alpha \in S$ and observable $A \in O$ there corresponds a Borel probability measure $\mu_{\alpha, A}$ on $\mathbb{R}$.

REMARK. The probability measure $\mu_{\alpha, A}$ contains the information about the probability that the observation $A$ will result in a certain value, when the system is in the state $\alpha$.

EXERCISE 7.1. Write out in words, from probability theory, what the
following symbols mean.
(a) $\mu_{\alpha, A}([3,5])=0.9$.
(b) $\mu_{\alpha, A}(\{0\})=1$.

AXIOM 2. (a) If $A, B$ are observables for which $\mu_{\alpha, A}=\mu_{\alpha, B}$ for every state $\alpha \in S$, then $A=B$.
(b) If $\alpha, \beta$ are states for which $\mu_{\alpha, A}=\mu_{\beta, A}$ for every observable $A \in O$, then $\alpha=\beta$.

EXERCISE 7.2. Discuss the intuitive legitimacy of Axiom 2.

AXIOM 3. If $\alpha_{1}, \ldots \alpha_{n}$ are states, and $t_{1}, \ldots t_{n}$ are nonnegative real numbers for which $\sum_{i=1}^{n} t_{i}=1$, then there exists a state $\alpha$ for which

$$
\mu_{\alpha, A}=\sum_{i=1}^{n} t_{i} \mu_{\alpha_{i}, A}
$$

for every observable $A$. This axiom can be interpreted as asserting that the set $S$ of states is closed under convex combinations. If the $\alpha_{i}$ 's are not all identical, we call this state $\alpha$ a mixed state and we write $\alpha=\sum_{i=1}^{n} t_{i} \alpha_{i}$.
We say that a state $\alpha \in S$ is a pure state if it is not a mixture of other states. That is, if $\alpha=\sum_{i=1}^{n} t_{i} \alpha_{i}$, with each $t_{i}>0$ and $\sum_{i=1}^{n} t_{i}=1$, then $\alpha_{i}=\alpha$ for all $i$.

EXERCISE 7.3. Discuss the intuitive legitimacy of Axiom 3. Think of a physical system, like a beaker of water, for which there are what we can interpret as pure states and mixed states.

AXIOM 4. If $A$ is an observable, and $f: \mathbb{R} \rightarrow \mathbb{R}$ is a Borel function, then there exists an observable $B$ such that

$$
\mu_{\alpha, B}(E)=\mu_{\alpha, A}\left(f^{-1}(E)\right)
$$

for every state $\alpha$ and every Borel set $E \subseteq \mathbb{R}$. We denote this observable $B$ by $f(A)$.

EXERCISE 7.4. Discuss the intuitive legitimacy of Axiom 4. Show that, if $f$ is $1-1$, the system is in the state $\alpha$ and the observable $A$ results in a value $t$ with probability $p$, the observable $B=f(A)$ results in the value $f(t)$ with the same probability $p$.

EXERCISE 7.5. (a) Prove that there exists an observable $A$ such that $\mu_{\alpha, A}(-\infty, 0)=0$ for every state $\alpha$. That is, $A$ is an observable that is nonnegative with probability 1 independent of the state of the system. HINT: Use $f(t)=t^{2}$ for example.
(b) Given a real number $t$, show that there exists an observable $A$ such that $\mu_{\alpha, A}=\delta_{t}$ for every state $\alpha$. That is, $A$ is an observable that equals $t$ with probability 1 , independent of the state of the system.
(c) Show that the set of observables is closed under scalar multiplication. That is, if $A$ is an observable and $c$ is a nonzero real number, then there exists an observable $B$ such that

$$
\mu_{\alpha, B}(E)=\mu_{\alpha, A}((1 / c) E)
$$

We may then write $B=c A$.
(d) If $A$ and $B$ are observables, does there have to be an observable $C$ that we could think of as the sum $A+B$ ?
(e) In what way must we alter the descriptions of the systems in Example 1 and Example 2 in order to incorporate these first four axioms (particularly Axioms 3 and 4)?
DEFINITION. We say that two observables $A$ and $B$ are compatible, pairwise compatible, or simultaneously observable if there exists an observable $C$ and Borel functions $f$ and $g$ such that $A=f(C)$ and $B=g(C)$. A sequence $\left\{A_{i}\right\}$ is called mutually compatible if there exists an observable $C$ and Borel functions $\left\{f_{i}\right\}$ such that $A_{i}=f_{i}(C)$ for all $i$.
EXERCISE 7.6. Is there a difference between a sequence $\left\{A_{i}\right\}$ of observables being pairwise compatible and being mutually compatible? In particular, is it possible that there could exist observables $A, B, C$, such that $A$ and $B$ are compatible, $B$ and $C$ are compatible, $A$ and $C$ are compatible, and yet $A, B, C$ are not mutually compatible? HINT: Try to modify Example 2.

EXERCISE 7.7. (a) If $A, B$ are observables, what should it mean to say that an observable $C$ is the sum $A+B$ of $A$ and $B$ ? Discuss why we do not hypothesize that there always exists such an observable $C$.
(b) If $A$ and $B$ are compatible, can we prove that there exists an observable $C$ that can be regarded as $A+B$ ?

DEFINITION. An observable $q$ is called a question or a yes/no observable if, for each state $\alpha$, the measure $\mu_{\alpha, q}$ is supported on the two numbers 0 and 1 . We say that the result of observing $q$, when the system is in the state $\alpha$, is "yes" with probability $\mu_{\alpha, q}(\{1\})$, and it is "no" with probability $\mu_{\alpha, q}(\{0\})$.

THEOREM 7.1. Let $A$ be an observable.
(1) For each Borel subset $E$ in $\mathbb{R}$, the observable $\chi_{E}(A)$ is a question.
(2) If $g$ is a real-valued Borel function on $\mathbb{R}$, for which $g(A)$ is a question, then there exists a Borel set $E$ such that $g(A)=\chi_{E}(A)$.
(Note that condition 2 does not assert that $g$ necessarily equals $\chi_{E}$.)
PROOF. For each Borel set $E$, we have

$$
\begin{aligned}
\mu_{\alpha, \chi_{E}(A)}(\{1\}) & =\mu_{\alpha, A}\left(\chi_{E}^{-1}(\{1\})\right) \\
& =\mu_{\alpha, A}(E)
\end{aligned}
$$

and

$$
\begin{aligned}
\mu_{\alpha, \chi_{E}(A)}(\{0\}) & =\mu_{\alpha, A}\left(\chi_{E}^{-1}(\{0\})\right) \\
& =\mu_{\alpha, A}(\tilde{E}) \\
& =1-\mu_{\alpha, A}(E)
\end{aligned}
$$

which proves that $\mu_{\alpha, \chi_{E}(A)}$ is supported on the two points 0 and 1 for every $\alpha$, whence $\chi_{E}(A)$ is a question and so part 1 is proved.
Given a $g$ for which $q=g(A)$ is a question, set $E=g^{-1}(\{1\})$, and observe that for any $\alpha \in S$ we have

$$
\begin{aligned}
\mu_{\alpha, q}(\{1\}) & =\mu_{\alpha, g(A)}(\{1\}) \\
& =\mu_{\alpha, A}(E) \\
& =\mu_{\alpha, \chi_{E}(A)}(\{1\})
\end{aligned}
$$

Since both $q$ and $\chi_{E}(A)$ are questions, it follows from the preceding paragraph that

$$
\mu_{\alpha, q}(\{0\})=\mu_{\alpha, \chi_{E}(A)}(\{0\}),
$$

showing that

$$
\mu_{\alpha, q}=\mu_{\alpha, \chi_{E}(A)}
$$

for every state $\alpha$. Then, by Axiom 2, we have that

$$
g(A)=q=\chi_{E}(A)
$$

We now define some mathematical structure on the set $Q$ of all questions. This set will form the fundamental ingredient of our model.
DEFINITION. Let $Q$ denote the set of all questions. For each question $q \in Q$, define a real-valued function $m_{q}$ on the set $S$ of states by

$$
m_{q}(\alpha)=\mu_{\alpha, q}(\{1\})
$$

If $p$ and $q$ are questions, we say that $p \leq q$ if $m_{p}(\alpha) \leq m_{q}(\alpha)$ for all $\alpha \in S$.
If $p, q$ and $r$ are questions, for which $m_{r}=m_{p}+m_{q}$, we say that $p$ and $q$ are summable and that $r$ is the sum of $p$ and $q$. We then write $r=p+q$. More generally, if $\left\{q_{i}\right\}$ is a countable (finite or infinite) set of questions, we say that the $q_{i}$ 's are summable if there exists a question $q$ such that

$$
m_{q}(\alpha)=\sum_{i} m_{q_{i}}(\alpha)
$$

for every $\alpha \in S$. In such a case, we write $q=\sum_{i} q_{i}$.
Finally, a countable set $\left\{q_{i}\right\}$ is called mutually summable if every subset of the $q_{i}$ 's is summable.
REMARK. As mentioned above, the set $Q$ will turn out to be the fundamental ingredient of our model, in the sense that everything else will be described in terms of $Q$.

THEOREM 7.2.
(1) The set $Q$ is a partially ordered set with respect to the ordering $\leq$ defined above.
(2) There exists a question $q_{1} \in Q$, which we shall often simply call 1 , for which $q \leq q_{1}$ for every $q \in Q$. That is, $Q$ has a maximum element $q_{1}$.
(3) There exists a question $q_{0} \in Q$, which we shall often simply call 0 , for which $q_{0} \leq q$ for every $q \in Q$. That is, $Q$ has a minimum element $q_{0}$.
(4) For each question $q$, there exists a question $\tilde{q}$ such that

$$
m_{q}+m_{\tilde{q}}=q_{1}=1
$$

That is, every question has a complementary question.
PROOF. That $Q$ is a partially ordered set is clear.
If $A$ is any observable, and $f$ is the identically 1 function, then the question $q_{1}=f(A)$ satisfies

$$
\begin{aligned}
m_{q_{1}}(\alpha) & =\mu_{\alpha, q_{1}}(\{1\}) \\
& =\mu_{\alpha, f(A)}(\{1\}) \\
& =\mu_{\alpha, A}\left(f^{-1}(\{1\})\right) \\
& =\mu_{\alpha, A}(\mathbb{R}) \\
& =1
\end{aligned}
$$

for all $\alpha$, and clearly then $q \leq q_{1}$ for every $q \in Q$.
Taking $f$ to be the identically 0 function, we may define the question $q_{0}$ to be $f(A)$.
Finally, if $f$ is the function defined by $f(t)=1-t$, and if $q \in Q$, then $f(q)$ is the desired question $\tilde{q}$. Indeed,

$$
\begin{aligned}
\mu_{\alpha, f(q)}(\{1\}) & =\mu_{\alpha, q}\left(f^{-1}(\{1\})\right) \\
& =\mu_{\alpha, q}(\{0\}),
\end{aligned}
$$

and

$$
\begin{aligned}
\mu_{\alpha, f(q)}(\{0\}) & =\mu_{\alpha, q}\left(f^{-1}(\{0\})\right) \\
& =\mu_{\alpha, q}(\{1\})
\end{aligned}
$$

proving that $f(q)$ is a question and showing also that

$$
m_{f(q)}(\alpha)=1-m_{q}(\alpha)
$$

for every $\alpha$, as desired.
DEFINITION. Two questions $p$ and $q$ are called orthogonal if $p \leq \tilde{q}$ or (equivalently) $q \leq \tilde{p}$. That is, $p$ and $q$ are orthogonal if $m_{p}+m_{q} \leq 1$.
REMARK. Clearly, if $p$ and $q$ are summable, then they are orthogonal, but the converse need not hold. Even if $m_{p}+m_{q} \leq 1$, there may not be a question $r$ such that $m_{r}=m_{p}+m_{q}$. We have no axiom that ensures this.

Our next goal is to describe the observables in terms of the set $Q$.
THEOREM 7.3. Let $A$ be an observable. For each Borel set $E \subseteq \mathbb{R}$, put

$$
q_{E}^{A}=\chi_{E}(A)
$$

Then, the mapping $E \rightarrow q_{E}^{A}$ satisfies:
(1) $q_{\mathbb{R}}^{A}=1$ and $q_{\emptyset}^{A}=0$.
(2) If $\left\{E_{i}\right\}$ is a sequence of pairwise disjoint Borel sets, then $\left\{q_{E_{i}}^{A}\right\}$ is a sequence of mutually compatible, mutually summable, (pairwise orthogonal) questions, and

$$
q_{\cup_{i} E_{i}}^{A}=\sum_{i} q_{E_{i}}^{A} .
$$

(3) If $A$ and $B$ are observables, for which $q_{E}^{A}=q_{E}^{B}$ for every Borel set $E$, then $A=B$.

PROOF. Since $\chi_{\mathbb{R}}$ is the identically 1 function, it follows that $q_{\mathbb{R}}^{A}=1$. Similarly, $q_{\emptyset}^{A}=0$.
If $\left\{F_{i}\right\}$ is any (finite or infinite) sequence of pairwise disjoint Borel sets, set $F=\cup F_{i}$. Then, clearly the questions $\left\{q_{F_{i}}^{A}\right\}$ are mutually compatible, since they are all functions of the observable $A$. Also, for any state $\alpha$ we have

$$
\begin{aligned}
m_{q_{F}^{A}}(\alpha) & =\mu_{\alpha, q_{F}^{A}}(\{1\}) \\
& =\mu_{\alpha, \chi_{F}(A)}(\{1\}) \\
& =\mu_{\alpha, A}(F) \\
& =\mu_{\alpha, A}\left(\cup F_{i}\right) \\
& =\sum_{i} \mu_{\alpha, A}\left(F_{i}\right) \\
& =\sum_{i} \mu_{\alpha, \chi_{F_{i}}(A)}(\{1\}) \\
& =\sum_{i} m_{q_{F_{i}}^{A}}(\alpha)
\end{aligned}
$$

Now let $\left\{E_{i}\right\}$ be a sequence of pairwise disjoint Borel sets. The preceding calculation, as applied to every subset of the $E_{i}$ 's, shows that the questions $\left\{q_{E_{i}}^{A}\right\}$ are mutually summable and that

$$
q_{E}^{A}=\sum q_{E_{i}}^{A}
$$

And, in particular, since the $q_{E_{i}}^{A}$ 's are pairwise summable, they are pairwise orthogonal.
Finally, if $A$ and $B$ are distinct observables, then, by Axiom 2, there exists a state $\alpha$ such that $\mu_{\alpha, A} \neq \mu_{\alpha, B}$. Hence, there is a Borel set $E$ such that

$$
\mu_{\alpha, A}(E) \neq \mu_{\alpha, B}(E)
$$

or

$$
\mu_{\alpha, \chi_{E}(A)}(\{1\}) \neq \mu_{\alpha, \chi_{E}(B)}(\{1\})
$$

or $q_{E}^{A} \neq q_{E}^{B}$, as desired.
DEFINITION. A mapping $E \rightarrow q_{E}$, from the $\sigma$-algebra $\mathcal{B}$ of Borel sets into $Q$, which satisfies the two properties below, is called a questionvalued measure.
(1) $q_{\mathbb{R}}=1$ and $q_{\emptyset}=0$.
(2) If $\left\{E_{i}\right\}$ is a sequence of pairwise disjoint Borel sets, then $\left\{q_{E_{i}}\right\}$ is a sequence of mutually compatible, mutually summable, (pairwise orthogonal) questions, and

$$
q_{\cup E_{i}}=\sum_{i} q_{E_{i}} .
$$

REMARK. Theorem 7.3 asserts that each observable $A$ determines a question-valued measure $q^{A}$ and that the assignment $A \rightarrow q^{A}$ is 1-1.

EXERCISE 7.8. Let $E \rightarrow q_{E}$ be a question-valued measure.
(a) Prove that if $E \subseteq F$, then $q_{E} \leq q_{F}$; i.e., $E \rightarrow q_{E}$ is order-preserving.
(b) Show that $q_{\tilde{E}}=\tilde{q_{E}}$; i.e., $E \rightarrow q_{E}$ is complement-preserving.

AXIOM 5. If $E \rightarrow q_{E}$ is a question-valued measure, then there exists an observable $A$ such that $q_{E}=q_{E}^{A}$ for all Borel sets $E$.
EXERCISE 7.9. Discuss the intuitive legitimacy of Axiom 5.
EXERCISE 7.10. Let $\left\{q_{1}, q_{2}, \ldots\right\}$ be a mutually summable set of questions for which $\sum_{i} q_{i}=1$. Prove that the $q_{i}$ 's are mutually compatible. HINT: Define a question-valued measure $E \rightarrow q_{E}$ by setting $q_{\{i\}}=q_{i}$ for each $i=1,2, \ldots$, and define

$$
q_{E}=\sum_{i \in E} q_{\{i\}} .
$$

then use Axiom 5.
THEOREM 7.4. Let $p$ and $q$ be questions. Then $p$ and $q$ are compatible if and only if there exist mutually summable questions $r_{1}, r_{2}, r_{3}$ and $r_{4}$ satisfying:
(1) $p=r_{1}+r_{2}$.
(2) $q=r_{2}+r_{3}$.
(3) $r_{1}+r_{2}+r_{3}+r_{4}=1$.

PROOF. If $p$ and $q$ are compatible, let $A$ be an observable and let $f$ and $g$ be Borel functions such that $p=f(A)$ and $q=g(A)$. By Theorem 7.1, we may assume that $f=\chi_{E}$ and $g=\chi_{F}$, where $E$ and $F$ are Borel sets in $\mathbb{R}$. Define four pairwise disjoint Borel sets as follows:

$$
E_{1}=E-F, E_{2}=E \cap F, E_{3}=F-E, E_{4}=\mathbb{R}-(E \cup F)
$$

Now, define $r_{i}=\chi_{E_{i}}(A)$. The desired properties of the $r_{i}$ 's follow directly. For example,

$$
\begin{aligned}
m_{p}(\alpha) & =\mu_{\alpha, \chi_{E}(A)}(\{1\}) \\
& =\mu_{\alpha, A}(E) \\
& =\mu_{\alpha, A}\left(E_{1} \cup E_{2}\right) \\
& =\mu_{\alpha, A}\left(E_{1}\right)+\mu_{\alpha, A}\left(E_{2}\right) \\
& =\mu_{\alpha, \chi_{E_{1}}(A)}(\{1\})+\mu_{\alpha, \chi_{E_{2}}(A)}(\{1\}) \\
& =m_{r_{1}}(\alpha)+m_{r_{2}}(\alpha),
\end{aligned}
$$

showing that $p=r_{1}+r_{2}$ as desired. We leave the other verifications to the exercise that follows.
Conversely, given $r_{1}, \ldots, r_{4}$ satisfying the conditions in the statement of the theorem, define a mapping $E \rightarrow q_{E}$ of the $\sigma$-algebra $\mathcal{B}$ of Borel sets into $Q$ as follows:

$$
q_{E}=\sum_{i \in E} r_{i}
$$

with the convention that $q_{E}=0$ if $E$ does not contain any of the numbers $1,2,3,4$. Then $E \rightarrow q_{E}$ is a question-valued measure. (See the preceding exercise.) By Axiom 5, there exists an observable $A$ such that $q_{E}=q_{E}^{A}$ for all $E$, and clearly $p=\chi_{[1,2]}(A)$ and $q=\chi_{[2,3]}(A)$ are both functions of $A$, as desired.

EXERCISE 7.11. Verify that $q=r_{1}+r_{3}$ and that $r_{1}+r_{2}+r_{3}+r_{4}=1$ in the first part of the preceding proof.

EXERCISE 7.12. (a) Prove that the $\operatorname{map} q \rightarrow m_{q}$ is 1-1.
(b) Show, by identifying $q$ with $m_{q}$, that the set $Q$ can be given a natural Hausdorff topology.
(c) Let $q$ be a question. Show that the set of all questions $p$, for which $p \leq q$, and the set of all questions $p$ such that $p$ is orthogonal to $q$ are closed subsets of $Q$ in the topology from part b .
(d) Prove that the map $q \rightarrow \tilde{q}$ is continuous with respect to the topology on $Q$ from part b.

REMARK. We equip the set $Q$ of all questions with the topology from the preceding exercise. That is, we identify each question $q$ with the corresponding function $m_{q}$ and use the topology of pointwise convergence of these functions. In this way, the set $Q$ is a partially-ordered Hausdorff topological space having a maximum element and a minimum
element. In addition to these topological and order structures on $Q$, there are notions of complement, of orthogonality, of summability, and of compatibility. We shall be interested in finding a mathematical object having these attributes.
EXERCISE 7.13. (a) Show that the closed interval $[0,1]$ has all the properties of $Q$. That is, show that $[0,1]$ is a partially-ordered topological space having a maximum and a minimum, and show that there is a notion of summability (not the usual one) on $[0,1]$ such that each element has a complement. Finally, prove that any two elements of $[0,1]$ that are summable are compatible. In a way, $[0,1]$ is the simplest model for Q. HINT: Use the characterization of compatibility in Theorem 7.4.
(b) Is the unit circle a possible model for $Q$ ?

Having described the set $O$ of observables as question-valued measures, we turn next to the set $S$ of states. We want to describe the states also in terms of the set $Q$.

DEFINITION. By an automorphism of $Q$ we mean a 1-1 map $\phi$ of $Q$ onto itself that satisfies:
(1) If $p \leq q$, then $\phi(p) \leq \phi(q)$; i.e., $\phi$ is order-preserving.
(2) $\phi(\tilde{q})=\widetilde{\phi(q)}$ for all $q \in Q$; i.e., $\phi$ is complement-preserving.
(3) If $\left\{q_{i}\right\}$ is a summable set of questions, then $\left\{\phi\left(q_{i}\right)\right\}$ is a summable set of questions, and

$$
\phi\left(\sum_{i} q_{i}\right)=\sum_{i} \phi\left(q_{i}\right) .
$$

If $\phi$ and $\phi^{-1}$ are Borel maps of the topological space $Q$, then $\phi$ is called a Borel automorphism.
By a character of the set $Q$ of questions, we mean a continuous function $\mu: Q \rightarrow[0,1]$ that satisfies:
(1) If $p \leq q$, then $\mu(p) \leq \mu(q)$; i.e., $\mu$ is order-preserving.
(2) $\mu(\tilde{q})=1-\mu(q)$; i.e., $\mu$ is complement-preserving.
(3) If $\left\{q_{i}\right\}$ is a summable sequence of questions, then $\mu\left(\sum q_{i}\right)=$ $\sum \mu\left(q_{i}\right)$; i.e., $\mu$ is additive when possible.

DEFINITION. For each state $\alpha$, define a function $\mu_{\alpha}$ on $Q$ by

$$
\mu_{\alpha}(q)=m_{q}(\alpha)=\mu_{\alpha, q}(\{1\})
$$

EXERCISE 7.14. (a) Show that each function $\mu_{\alpha}$ is a continuous order-preserving map of $Q$ into [0,1].
(b) Show that $\mu_{\alpha}(\tilde{q})=1-\mu_{\alpha}(q)$ for all $q \in Q$ and all $\alpha \in S$.
(c) If $\left\{q_{i}\right\}$ is a summable sequence of questions with $q=\sum q_{i}$, show that

$$
\mu_{\alpha}(q)=\sum \mu_{\alpha}\left(q_{i}\right)
$$

(d) Conclude that each function $\mu_{\alpha}$ is a continuous character of $Q$.
(e) Show that the composition of a character of $Q$ (e.g., $\mu_{\alpha}$ ) and a question-valued measure $E \rightarrow q_{E}$ defines a probability measure on the Borel subsets of $\mathbb{R}$.
(f) Show that the map $\alpha \rightarrow \mu_{\alpha}$ is 1-1 on $S$. Show further that if $\alpha$ is a mixed state, say $\alpha=\sum_{i=1}^{n} t_{i} \alpha_{i}$, then

$$
\mu_{\alpha}=\sum_{i=1}^{n} t_{i} \mu_{\alpha_{i}}
$$

i.e., $\alpha \rightarrow \mu_{\alpha}$ is an affine map on $S$.

REMARK. We give to $S$ the Hausdorff topology obtained by identifying $\alpha$ with the continuous function $\mu_{\alpha}$ on $Q$ and considering this space of functions as topologized by the topology of pointwise convergence. Thus, we identify the set $S$ of states of our system with certain continuous functions (characters) from the set $Q$ of questions into [ 0,1$]$. Of course, not every continuous function $f: Q \rightarrow[0,1]$ need correspond to a state. Indeed, the functions corresponding to states must be characters.

We turn now to the evolution of the system in time. The axiom we take assumes that the system has always existed and will always exist. That is, the system can be thought of as evolving backward in time as well as forward. See part d of Exercise 7.15.

AXIOM 6. (Time Evolution of the System) For each nonnegative real number $t$, there exists a 1-1 transformation $\phi_{t}$ of $S$ onto itself that describes the evolution of the system in time. In addition, for each nonnegative real number $t$, there exists a corresponding 1-1 transformation $\phi_{t}^{\prime}$, of the set $Q$ onto itself, so that
(1) $\phi_{t+s}=\phi_{t} \circ \phi_{s}$ for all nonnegative $s, t$.
(2) For all $\alpha \in S, q \in Q$, and $t \geq 0$, we have

$$
\mu_{\phi_{t}(\alpha), q}=\mu_{\alpha, \phi_{t}^{\prime}(q)} .
$$

(3) The map $(t, \alpha) \rightarrow \phi_{t}(\alpha)$ is a Borel map of $[0, \infty) \times S$ into $S$.
(4) The $\operatorname{map}(t, q) \rightarrow \phi_{t}^{\prime}(q)$ is a Borel map of $[0, \infty) \times Q$ into $Q$.

EXERCISE 7.15. (a) Discuss the intuitive legitimacy of Axiom 6. In particular, what is the interpretation of the transformation $\phi_{t}^{\prime}$ ?
(b) Show that $\phi_{t+s}^{\prime}=\phi_{t}^{\prime} \circ \phi_{s}^{\prime}$ for all nonnegative $t$ and $s$.
(c) Show that $\phi_{t}^{\prime}$ is uniquely determined by $\phi_{t}$ and that $\phi_{t}$ is uniquely determined by $\phi_{t}^{\prime}$.
(d) Suppose $\alpha$ is a state. Given $t>0$, show that there exists a unique state $\beta$ such that if the system is in the state $\alpha$ now, then it was in the state $\beta t$ units of time ago. (In other words, the evolution of the system can be reversed in time.)

REMARK. Of course, the primary goal of experimental investigation is to discover how to predict what will happen to a system as time goes by. In our development, then, we would want to discover the evolution transformations $\phi_{t}$ of $S$ into itself.

Next, we turn to the notion of a symmetry of the system.
DEFINITION. If $g$ denotes a (possibly hypothetical) 1-1 transformation of space, of the observer, of the system, etc., and if $\alpha \in S$ and $A \in O$ are given, we write $\mu_{\alpha, A}^{g}$ for the probability measure obtained by assuming that this transformation $g$ has been performed, supposing that the system is in the state $\alpha$, and by making the observation $A$. The transformation $g$ is called a symmetry of the system if each $\mu_{\alpha, A}^{g}=\mu_{\alpha, A}$, i.e., if the "measurements" of the system are unchanged by performing the transformation $g$.

REMARK. We assume that the set $G$ of all symmetries forms a group of transformations.

AXIOM 7. To each symmetry $g$ of the system there corresponds a 1-1 transformation $\pi_{g}$ of $S$ onto itself and a 1-1 transformation $\pi_{g}^{\prime}$ of $Q$ onto itself such that
(1) $\pi_{g_{1} g_{2}}=\pi_{g_{1}} \circ \pi_{g_{2}}$ for all $g_{1}, g_{2} \in G$.
(2) For all $\alpha \in S$ and all $q \in Q$, we have

$$
\mu_{\pi_{g}(\alpha), q}=\mu_{\alpha, \pi_{g}^{\prime}(q)}
$$

(3) If a subgroup $H$ of the group of all symmetries has some "natural" topological structure, then the maps $(h, \alpha) \rightarrow \pi_{h}(\alpha)$ and $(h, q) \rightarrow \pi_{h}^{\prime}(q)$ are Borel maps from $H \times S$ into $S$ and $H \times Q$ into $Q$ respectively.
(4) $\pi_{g}$ commutes with each evolution transformation $\phi_{t}$; i.e., $\pi_{g} \circ \phi_{t}=$ $\phi_{t} \circ \pi_{g}$ for all $t \geq 0$ and all $g \in G$.

EXERCISE 7.16. (a) Discuss the intuitive legitimacy of Axiom 7. In particular, what is the interpretation of the assumption that each $\pi_{g}$ commutes with each evolution transformation $\phi_{t}$ ?
(b) Show that each $\pi_{g}^{\prime}$ is uniquely determined by $\pi_{g}$, and that $\pi_{g_{1} g_{2}}^{\prime}=$ $\pi_{g_{1}}^{\prime} \circ \pi_{g_{2}}^{\prime}$ for all $g_{1}, g_{2} \in G$.
(c) Prove that each transformation $\pi_{g}^{\prime}$ commutes with each evolution transformation $\phi_{t}^{\prime}$.
THEOREM 7.5. Each of the time evolution transformations $\phi_{t}^{\prime}$ and each of the symmetry transformations $\pi_{g}^{\prime}$ are Borel automorphisms of the set $Q$. That is,
(1) $\phi_{t}^{\prime}, \pi_{g}^{\prime}$, and their inverses are Borel maps of $Q$ onto itself.
(2) if $p \leq q$, then $\phi_{t}^{\prime}(p) \leq \phi_{t}^{\prime}(q)$ and $\pi_{g}^{\prime}(p) \leq \pi_{g}^{\prime}(q)$.
(3) $\phi_{t}^{\prime}(\tilde{q})=\widetilde{\phi_{t}^{\prime}(q)}$ and $\pi_{g}^{\prime}(\tilde{q})=\widetilde{\pi_{g}^{\prime}(q)}$.
(4) If $\left\{q_{i}\right\}$ is a summable sequence of questions, then $\left\{\phi_{t}^{\prime}\left(q_{i}\right)\right\}$ and $\left\{\pi_{g}^{\prime}\left(q_{i}\right)\right\}$ are summable sequences of questions, and

$$
\phi_{t}^{\prime}\left(\sum q_{i}\right)=\sum \phi_{t}^{\prime}\left(q_{i}\right)
$$

and

$$
\pi_{g}^{\prime}\left(\sum q_{i}\right)=\sum \pi_{g}^{\prime}\left(q_{i}\right)
$$

PROOF. Suppose $p \leq q$ are questions. We have then for any $\alpha$ that

$$
\begin{aligned}
m_{\phi_{t}^{\prime}(q)}(\alpha) & =\mu_{\alpha, \phi_{t}^{\prime}(q)}(\{1\}) \\
& =\mu_{\phi_{t}(\alpha), q}(\{1\}) \\
& =m_{q}\left(\phi_{t}(\alpha)\right) \\
& \geq m_{p}\left(\phi_{t}(\alpha)\right) \\
& =m_{\phi_{t}^{\prime}(p)}(\alpha),
\end{aligned}
$$

showing that $\phi_{t}^{\prime}(q) \geq \phi_{t}^{\prime}(p)$. An analogous computation shows that $\pi_{g}^{\prime}(q) \geq \pi_{g}^{\prime}(p)$.
We leave the rest of the proof to the exercise that follows.
EXERCISE 7.17. Complete the proof to the preceding theorem.

We summarize the ingredients in our model as follows:
(1) There exists a Hausdorff space $Q$ that is a partially ordered set, having a maximum element 1 and a minimum element 0 . There are
notions of compatibility, orthogonality, and summability for certain of the elements of $Q$. Compatibility is characterized in Theorem 7.4.
(2) Each $q \in Q$ has a complementary element $\tilde{q}$ satisfying $q+\tilde{q}=1$.
(3) The set $S$ of states is represented as a set of continuous homomorphisms (characters) $\mu$ of $Q$ into $[0,1]$. Each of these homomorphisms is continuous, order-preserving, additive when possible, and complementpreserving. This set $S$ of states is a topological space and is closed under convex combinations.
(4) The set $O$ of observables is identified with the set of $Q$-valued measures.
(5) The time evolution of the system is described by a one-parameter semigroup $\phi_{t}^{\prime}$ of Borel transformations (automorphisms) of $Q$. These transformations are additive when possible, complement-preserving, and order-preserving.
(6) To each symmetry $g$ of the system there corresponds a 1-1 transformation (automorphism) $\pi_{g}^{\prime}$ of $Q$ onto itself. The transformation $\pi_{g}^{\prime}$ is Borel, preserves order, addition when possible, and complements. Each symmetry transformation $\pi_{g}^{\prime}$ commutes with each evolution transformation $\phi_{t}^{\prime}$.

The goal is to find concrete mathematical examples of the objects $Q, S, \phi_{t}^{\prime}$ and $\pi_{g}^{\prime}$. Initially, we will select a model for $Q$, and this selection will depend very much on which particular system we are studying. The set $S$ is then a subset of the characters of $Q$, which, in any particular case, we can hope to describe concretely. Of course, the ultimate aim is to determine the evolution transformations $\phi_{t}$ of $S$ into itself. Sometimes it is possible to describe the symmetry transformations $\pi_{g}^{\prime}$ by using group theory. If so, we may be able to describe the evolution transformations $\phi_{t}^{\prime}$ by examining what transformations commute with the concrete $\pi_{g}^{\prime}$ 's we have. However, our first task is to find an appropriate model for $Q$, and this we do in the next chapter.
We mention next some possibly less intuitively acceptable axioms. From a mathematical point of view, however, they are technically simplifying.

AXIOM 8. If $\left\{\alpha_{i}\right\}$ is a sequence of states, and if $\left\{t_{i}\right\}$ is a sequence of positive real numbers for which $\sum t_{i}=1$, then there exists a state $\alpha$, which we denote by $\sum t_{i} \alpha_{i}$, such that

$$
\mu_{\alpha, A}=\sum t_{i} \mu_{\alpha_{i}, A}
$$

for every observable $A$.

AXIOM 9. If $\left\{q_{i}\right\}$ is a net of questions, such that the net $\left\{m_{q_{i}}\right\}$ of functions converges pointwise to a function $m$ on $S$, then there exists a question $q$ such that $m_{q}=m$.

AXIOM 10. If $\left\{\alpha_{i}\right\}$ is a net of states, for which the net $\left\{\mu_{\alpha_{i}}\right\}$ of characters on $Q$ converges pointwise to a character $\mu$, then there exists a state $\alpha$ such that $\mu_{\alpha}=\mu$.

AXIOM 11. If $\mu$ is a character of $Q$, then there exists a state $\alpha$ for which $\mu_{\alpha}=\mu$.

EXERCISE 7.18. Discuss the intuitive legitimacy of Axioms 8, 9, 10, and 11.

AXIOM 12. If $p$ and $q$ are (compatible) questions, such that $p \leq q$ and $p \leq \tilde{q}$, then $p=0$.

EXERCISE 7.19. (a) Discuss the intuitive legitimacy of Axiom 12.
(b) Suppose that for each nonzero question $q$ there exists a state $\alpha$ such that $m_{q}(\alpha)>1 / 2$. Show that Axiom 12 must then be valid.

## CHAPTER VIII

## HILBERT SPACES

DEFINITION Let $X$ and $Y$ be two complex vector spaces. A map $T: X \rightarrow Y$ is called a conjugate-linear transformation if it is a real-
linear transformation from $X$ into $Y$, and if

$$
T(\lambda x)=\bar{\lambda} T(x)
$$

for all $x \in X$ and $\lambda \in \mathbb{C}$.
Let $X$ be a complex vector space. An inner product or Hermitian form on $X$ is a mapping from $X \times X$ into $\mathbb{C}$ (usually denoted by $(x, y)$ ) which satisfies the following conditions:
(1) $(x, y)=\overline{(y, x)}$ for all $x, y \in X$.
(2) For each fixed $y \in X$, the map $x \rightarrow(x, y)$ is a linear functional on $X$.
(3) $(x, x)>0$ for all nonzero $x \in X$.

Note that conditions 1 and 2 imply that for each fixed vector $x$ the map $y \rightarrow(x, y)$ is conjugate-linear. It also follows from condition 2 that $(0, x)=0$ for all $x \in X$.
The complex vector space $X$, together with an inner product (, ), is called an inner product space.
REMARK. We treat here primarily complex inner product spaces and complex Hilbert spaces. Corresponding definitions can be given for real inner product spaces and real Hilbert spaces, and the results about these spaces are occasionally different from the complex cases.

EXERCISE 8.1. (a) Let $X$ be the complex vector space of all continuous complex-valued functions on $[0,1]$, and define

$$
(f, g)=\int_{0}^{1} f(x) \overline{g(x)} d x
$$

Show that $X$, with this definition of $($,$) , is an inner product space.$ (b) Let $X=\mathbb{C}^{n}$, and define

$$
(x, y)=\sum_{j=1}^{n} x_{j} \overline{y_{j}}
$$

where $x=\left(x_{1}, \ldots, x_{n}\right)$ and $y=\left(y_{1}, \ldots, y_{n}\right)$. Prove that $X$, with this definition of $($,$) , is an inner product space.$
(c) (General $l^{2}$ ) Let $\mu$ be counting measure on a countable set (sequence) $S$. Let $X=L^{2}(\mu)$, and for $f, g \in X$ define

$$
(f, g)=\int_{S} f(s) \overline{g(s)} d \mu(s)=\sum_{s \in S} f(s) \overline{g(s)}
$$

Prove that $X$ is an inner product space with respect to this definition. (d) Specialize the inner product space defined in part c to the two cases first where $S$ is the set of nonnegative integers and then second where $S$ is the set $\mathbb{Z}$ of all integers.
THEOREM 8.1. Let $X$ be an inner product space.
(1) (Cauchy-Schwarz Inequality) For all $x, y \in X$,

$$
|(x, y)| \leq \sqrt{(x, x)} \sqrt{(y, y)}
$$

(2) The assignment $x \rightarrow \sqrt{(x, x)}$ is a norm on $X$, and $X$ equipped with this norm is a normed linear space.

PROOF. Fix $x$ and $y$ in $X$. If either $x$ or $y$ is 0 , then part 1 is immediate. Otherwise, define a function $f$ of a complex variable $\lambda$ by

$$
f(\lambda)=(x+\lambda y, x+\lambda y),
$$

and note that $f(\lambda) \geq 0$ for all $\lambda$. We have that

$$
f(\lambda)=(x, x)+\lambda(y, x)+\bar{\lambda}(x, y)+(y, y)|\lambda|^{2} .
$$

Substituting $\lambda=-(x, y) /(y, y)$, and using the fact that $f(\lambda) \geq 0$ for all $\lambda$, the general case of part 1 follows.
To see that $x \rightarrow \sqrt{(x, x)}$ defines a norm $\|x\|$ on $X$, we need only check that $\|x+y\| \leq\|x\|+\|y\|$. But

$$
\begin{aligned}
\|x+y\|^{2} & =(x+y, x+y) \\
& =(x, x)+2 \Re((x, y))+(y, y) \\
& \leq\|x\|^{2}+2|(x, y)|+\|y\|^{2} \\
& \leq\|x\|^{2}+2\|x\|\|y\|+\|y\|^{2} \\
& =(\|x\|+\|y\|)^{2},
\end{aligned}
$$

which completes the proof of part 2.
EXERCISE 8.2. (a) Show that equality holds in the Cauchy-Schwarz inequality, i.e.,

$$
|(x, y)|=\|x\|\|y\|,
$$

if and only if one of the vectors is a scalar multiple of the other. Conclude that equality holds in the triangle inequality for the norm if and only if one of the vectors is a nonnegative multiple of the other.
(b) Let $y$ and $z$ be elements of an inner product space $X$. Show that $y=z$ if and only if $(x, y)=(x, z)$ for all $x \in X$.
(c) Prove the polarization identity and the parallelogram law in an inner product space $X$; i.e., show that for $x, y \in X$, we have

$$
(x, y)=(1 / 4) \sum_{j=0}^{3} i^{j}\left\|x+i^{j} y\right\|^{2}
$$

and

$$
\|x+y\|^{2}+\|x-y\|^{2}=2\left(\|x\|^{2}+\|y\|^{2}\right) .
$$

(d) Suppose $X$ and $Y$ are inner product spaces and that $T$ is a linear isometry of $X$ into $Y$. Prove that $T$ preserves inner products. That is, if $x_{1}, x_{2} \in X$, then

$$
\left(T\left(x_{1}\right), T\left(x_{2}\right)\right)=\left(x_{1}, x_{2}\right)
$$

(e) Suppose $X$ is an inner product space, that $Y$ is a normed linear space, and that $T$ is a linear isometry of $X$ onto $Y$. Show that there exists an inner product (, ) on $Y$ such that $\|y\|=\sqrt{(y, y)}$ for every $y \in Y$; i.e., $Y$ is an inner product space and the norm on $Y$ is determined by that inner product.
(f) Suppose $Y$ is a normed linear space whose norm satisfies the parallelogram law:

$$
\|x+y\|^{2}+\|x-y\|^{2}=2\left(\|x\|^{2}+\|y\|^{2}\right)
$$

for all $x, y \in Y$. Show that there exists an inner product (, ) on $Y$ such that $\|y\|=\sqrt{(y, y)}$ for every $y \in Y$; i.e., $Y$ is an inner product space and the given norm on $Y$ is determined by that inner product. HINT: Use the polarization identity to define $(x, y)$. Show directly that $(y, x)=\overline{(x, y)}$ and that $(x, x)>0$ if $x \neq 0$. For a fixed $y$, define $f(x)=(x, y)$. To see that $f$ is linear, first use the parallelogram law to show that

$$
f\left(x+x^{\prime}\right)+f\left(x-x^{\prime}\right)=2 f(x),
$$

from which it follows that $f(\lambda x)=\lambda f(x)$ for all $x \in Y$ and $\lambda \in \mathbb{C}$. Then, for arbitrary elements $u, v \in Y$, write $u=x+x^{\prime}$ and $v=x-x^{\prime}$.
(g) Show that the inner product is a continuous function of $X \times X$ into $\mathbb{C}$. In particular, the map $x \rightarrow(x, y)$ is a continuous linear functional on $X$ for every fixed $y \in X$.

DEFINITION. A (complex) Hilbert space is an inner product space that is complete in the metric defined by the norm that is determined by the inner product. An inner product space $X$ is called separable if there exists a countable dense subset of the normed linear space $X$.

REMARK. Evidently, a Hilbert space is a special kind of complex Banach space. The inner product spaces and Hilbert spaces we consider will always be assumed to be separable.

EXERCISE 8.3. Let $X$ be an inner product space. Show that any subspace $M \subseteq X$ is an inner product space, with respect to the restriction of the inner product on $X$, and show that a closed subspace of a Hilbert space is itself a Hilbert space. If $M$ is a closed subspace of a Hilbert space $H$, is the quotient space $H / M$ necessarily a Hilbert space?
DEFINITION. Let $X$ be an inner product space. Two vectors $x$ and $y$ in $X$ are called orthogonal or perpendicular if $(x, y)=0$. Two subsets $S$ and $T$ are orthogonal if $(x, y)=0$ for all $x \in S$ and $y \in T$. If $S$ is a subset of $X$, then $S^{\perp}$ will denote what we call the orthogonal complement to $S$ and consists of the elements $x \in X$ for which $(x, y)=0$ for all $y \in S$. A collection of pairwise orthogonal unit vectors is called an orthonormal set.

EXERCISE 8.4. Let $X$ be an inner product space.
(a) Show that a collection $x_{1}, \ldots, x_{n}$ of nonzero pairwise orthogonal vectors in $X$ is a linearly independent set. Verify also that

$$
\left\|\sum_{i=1}^{n} c_{i} x_{i}\right\|^{2}=\sum_{i=1}^{n}\left|c_{i}\right|^{2}\left\|x_{i}\right\|^{2}
$$

(b) (Gram-Schmidt Process) Let $x_{1}, \ldots$ be a (finite or infinite) sequence of linearly independent vectors in $X$. Show that there exists a sequence $w_{1}, \ldots$ of orthonormal vectors such that the linear span of $x_{1}, \ldots, x_{i}$ coincides with the linear span of $w_{1}, \ldots, w_{i}$ for all $i \geq 1$. HINT: Define the $w_{i}$ 's recursively by setting

$$
w_{i}=\frac{x_{i}-\sum_{k=1}^{i-1}\left(x_{i}, w_{k}\right) w_{k}}{\left\|x_{i}-\sum_{k=1}^{i-1}\left(x_{i}, w_{k}\right) w_{k}\right\|}
$$

(c) Show that if $X$ is a separable inner product space, then there exists an orthonormal sequence $\left\{x_{i}\right\}$ whose linear span is dense in $X$.
(d) If $M$ is a subspace of $X$, show that the set $M^{\perp}$ is a closed subspace of $X$. Show further that $M \cap M^{\perp}=\{0\}$.
(e) Let $X=C([0,1])$ be the inner product space from part a of Exercise 8.1. For each $0<t<1$, let $M_{t}$ be the set of all $f \in X$ for which $\int_{0}^{t} f(x) d x=0$. Show that the collection $\left\{M_{t}\right\}$ forms a pairwise distinct family of closed subspaces of $X$. Show further that $M_{t}^{\perp}=\{0\}$ for all $0<t<1$. Conclude that, in general, the map $M \rightarrow M^{\perp}$ is not 1-1.
(f) Suppose $X$ is a Hilbert Space. If $M$ and $N$ are orthogonal closed subspaces of $X$, show that the subspace $M+N$, consisting of the elements $x+y$ for $x \in M$ and $y \in N$, is a closed subspace.

THEOREM 8.2. Let $H$ be a separable infinite-dimensional (complex)
Hilbert space. Then
(1) Every orthonormal set must be countable.
(2) Every orthonormal set in $H$ is contained in a (countable) maximal orthonormal set. In particular, there exists a (countable) maximal orthonormal set.
(3) If $\left\{\phi_{1}, \phi_{2}, \ldots\right\}$ is an orthonormal sequence in $H$, and $\left\{c_{1}, c_{2}, \ldots\right\}$ is a square summable sequence of complex numbers, then the infinite series $\sum c_{n} \phi_{n}$ converges to an element in $H$.
(4) (Bessel's Inequality) If $\phi_{1}, \phi_{2}, \ldots$ is an orthonormal sequence in $H$, and if $x \in H$, then

$$
\sum_{n}\left|\left(x, \phi_{n}\right)\right|^{2} \leq\|x\|^{2},
$$

implying that the sequence $\left\{\left(x, \phi_{n}\right)\right\}$ is square-summable.
(5) If $\left\{\phi_{n}\right\}$ denotes a maximal orthonormal sequence (set) in $H$, then every element $x \in H$ is uniquely expressible as a (infinite) sum

$$
x=\sum_{n} c_{n} \phi_{n}
$$

where the sequence $\left\{c_{n}\right\}$ is a square summable sequence of complex numbers. Indeed, we have that $c_{n}=\left(x, \phi_{n}\right)$.
(6) If $\left\{\phi_{n}\right\}$ is any maximal orthonormal sequence in $H$, and if $x, y \in$ $H$, then

$$
(x, y)=\sum_{n}\left(x, \phi_{n}\right) \overline{\left(y, \phi_{n}\right)}
$$

(7) (Parseval's Equality) For any $x \in H$ and any maximal orthonormal sequence $\left\{\phi_{n}\right\}$, we have

$$
\|x\|^{2}=\sum_{n}\left|\left(x, \phi_{n}\right)\right|^{2}
$$

(8) Let $\left\{\phi_{1}, \phi_{2}, \ldots\right\}$ be a maximal orthonormal sequence in $H$, and define $T: l^{2} \rightarrow H$ by

$$
T\left(\left\{c_{n}\right\}\right)=\sum_{n=1}^{\infty} c_{n} \phi_{n}
$$

Then $T$ is an isometric isomorphism of $l^{2}$ onto $H$. Consequently, any two separable infinite-dimensional Hilbert spaces are isometrically isomorphic.

PROOF. Suppose an orthonormal set in $H$ is uncountable. Then, since the distance between any two distinct elements of this set is $\sqrt{2}$, it follows that there exists an uncountable collection of pairwise disjoint open subsets of $H$, whence $H$ is not separable. Hence, any orthonormal set must be countable, i.e., a sequence.
Let $S$ be an orthonormal set in $H$. The existence of a maximal orthonormal set containing $S$ now follows from the Hausdorff maximality principle, applied to the collection of all orthonormal sets in $H$ that contain $S$.
Next, let $\left\{\phi_{1}, \phi_{2}, \ldots\right\}$ be an orthonormal sequence, and let $x \in H$ be given. For each positive integer $i$, set $c_{i}=\left(x, \phi_{i}\right)$. Then, for each positive integer $n$ We have

$$
\begin{aligned}
0 & \leq\left\|x-\sum_{i=1}^{n} c_{i} \phi_{i}\right\|^{2} \\
& =\left(\left(x-\sum_{i=1}^{n} c_{i} \phi_{i}\right),\left(x-\sum_{j=1}^{n} c_{j} \phi_{j}\right)\right) \\
& =(x, x)-\sum_{j=1}^{n} \overline{c_{j}}\left(x, \phi_{j}\right)-\sum_{i=1}^{n} c_{i}\left(\phi_{i}, x\right)+\sum_{i=1}^{n} \sum_{j=1}^{n} c_{i} \overline{c_{j}}\left(\phi_{i}, \phi_{j}\right) \\
& =(x, x)-\sum_{j=1}^{n} \overline{c_{j}} c_{j}-\sum_{i=1}^{n} c_{i} \overline{c_{i}}+\sum_{i=1}^{n} \sum_{j=1}^{n} c_{i} \overline{c_{j}} \delta_{i j} \\
& =\|x\|^{2}-\sum_{i=1}^{n}\left|c_{i}\right|^{2} .
\end{aligned}
$$

Since this is true for an arbitrary $n$, Bessel's inequality follows. If $\left\{\phi_{1}, \phi_{2}, \ldots\right\}$ is an orthonormal sequence and $\left\{c_{1}, c_{2}, \ldots\right\}$ is a square summable sequence of complex numbers, then the sequence of partial
sums of the infinite series

$$
\sum_{n=1}^{\infty} c_{n} \phi_{n}
$$

is a Cauchy sequence. Indeed,

$$
\left\|\sum_{n=1}^{j} c_{n} \phi_{n}-\sum_{n=1}^{k} c_{n} \phi_{n}\right\|^{2}=\sum_{n=k+1}^{j}\left|c_{n}\right|^{2} .
$$

See part a of Exercise 8.4. This proves part 4.
Now, if $\left\{\phi_{1}, \phi_{2}, \ldots\right\}$ is a maximal orthonormal sequence in $H$, and $x$ is an element of $H$, we have from Bessel's inequality that $\sum_{n}\left|\left(x, \phi_{n}\right)\right|^{2}$ is finite, and therefore $\sum\left(x, \phi_{n}\right) \phi_{n}$ converges in $H$ by part 4 . If we define

$$
y=\sum_{n}\left(x, \phi_{n}\right) \phi_{n}
$$

Clearly $\left((x-y), \phi_{n}\right)=0$ for all $n$, implying that, if $x-y \neq 0$, then $(x-y) /\|x-y\|$ is a unit vector that is orthogonal to the set $\left\{\phi_{n}\right\}$. But since this set is maximal, no such vector can exist, and we must have $x=y$ as desired. To see that this representation of $x$ as an infinite series is unique, suppose $x=\sum c_{n}^{\prime} \phi_{n}$, where $\left\{c_{n}^{\prime}\right\}$ is a square-summable sequence of complex numbers. Then, for each $k$, we have

$$
\left(x, \phi_{k}\right)=\sum_{n} c_{n}^{\prime}\left(\phi_{n}, \phi_{k}\right)=c_{k}^{\prime}
$$

showing the uniqueness of the coefficients.
Because the inner product is continuous in both variables, we have that

$$
(x, y)=\sum_{n} \sum_{k}\left(\left(x, \phi_{n}\right) \phi_{n},\left(y, \phi_{k}\right) \phi_{k}\right)=\sum_{n}\left(x, \phi_{n}\right) \overline{\left(y, \phi_{n}\right)}
$$

proving part 6 .
Parseval's equality follows from part 6 by setting $y=x$.
Part 7 is now immediate, and this completes the proof.
DEFINITION. We call a maximal orthonormal sequence in a separable Hilbert space $H$ an orthonormal basis of $H$.
EXERCISE 8.5. (a) Prove that $L^{2}[0,1]$ is a Hilbert space with respect to the inner product defined by

$$
(f, g)=\int_{0}^{1} f(x) \overline{g(x)} d x
$$

(b) For each integer $n$, define an element $\phi_{n} \in L^{2}[0,1]$ by $\phi_{n}(x)=e^{2 \pi i n x}$. Show that the $\phi_{n}$ 's form an orthonormal sequence in $L^{2}[0,1]$.
(c) For each $0<r<1$, define a function $k_{r}$ on $[0,1]$ by

$$
k_{r}(x)=\frac{1-r^{2}}{1+r^{2}-2 r \cos (2 \pi x)} .
$$

(See part d of Exercise 6.7.) Show that

$$
k_{r}(x)=\sum_{n=-\infty}^{\infty} r^{|n|} \phi_{n}(x)
$$

whence $\int_{0}^{1} k_{r}(x) d x=1$ for every $0<r<1$. Show further that if $f \in L^{2}[0,1]$, then

$$
f=\lim _{r \rightarrow 1} k_{r} * f
$$

where the limit is taken in $L^{2}$, and where $*$ denotes convolution; i.e.,

$$
\left(k_{r} * f\right)(x)=\int_{0}^{1} k_{r}(x-y) f(y) d y
$$

(d) Suppose $f \in L^{2}[0,1]$ satisfies $\left(f, \phi_{n}\right)=0$ for all $n$. Show that $f$ is the 0 element of $L^{2}[0,1]$. HINT: $\left(k_{r} * f\right)(x)=0$ for every $r<1$.
(e) Conclude that the set $\left\{\phi_{n}\right\}$ forms an orthonormal basis for $L^{2}[0,1]$.
(f) Using $f(x)=x$, show that

$$
\sum_{n=1}^{\infty} 1 / n^{2}=\pi^{2} / 6
$$

Then, using $f(x)=x^{2}-x$, show that

$$
\sum_{n=1}^{\infty} 1 / n^{4}=\pi^{4} / 90
$$

HINT: Parseval's equality.
(g) Let $M$ be the set of all functions $f=\sum c_{n} \phi_{n}$ in $L^{2}[0,1]$ for which $c_{2 n+1}=0$ for all $n$, and let $N$ be the set of all functions $g=\sum c_{n} \phi_{n}$ in $L^{2}[0,1]$ for which $c_{2 n}=(1+|n|) c_{2 n+1}$ for all $n$. Prove that both $M$ and $N$ are closed subspaces of $L^{2}[0,1]$.
(h) For $M$ and $N$ as in part g, show that $M+N$ contains each $\phi_{n}$ and so is a dense subspace of $L^{2}[0,1]$. Show further that if $h=\sum_{n} c_{n} \phi_{n} \in M+N$, then

$$
\sum_{n} n^{2}\left|c_{2 n+1}\right|^{2}<\infty
$$

(i) Conclude that the sum of two arbitrary closed subspaces of a Hilbert space need not be closed. Compare this with part f of Exercise 8.4.

THEOREM 8.3. (Projection Theorem) Let $M$ be a closed subspace of a separable Hilbert space $H$. Then:
(1) $H$ is the direct sum $H=M \bigoplus M^{\perp}$ of the closed subspaces $M$ and $M^{\perp}$; i.e., every element $x \in H$ can be written uniquely as $x=y+z$ for $y \in M$ and $z \in M^{\perp}$.
(2) For each $x \in H$ there exists a unique element $y \in M$ for which $x-y \in M^{\perp}$. We denote this unique element $y$ by $p_{M}(x)$.
(3) The assignment $x \rightarrow p_{M}(x)$ of part 2 defines a continuous linear transformation $p_{M}$ of $H$ onto $M$ that satisfies $p_{M}^{2}=p_{M}$.

PROOF. We prove part 1 and leave the rest of the proof to an exercise. Let $\left\{\phi_{n}\right\}$ be a maximal orthonormal sequence in the Hilbert space $M$, and extend this set, by Theorem 8.2, to a maximal orthonormal sequence $\left\{\phi_{n}\right\} \cup\left\{\psi_{k}\right\}$ in $H$. If $x \in H$, then, again according to Theorem 8.2, we have

$$
x=\sum_{n}\left(x, \phi_{n}\right) \phi_{n}+\sum_{k}\left(x, \psi_{k}\right) \psi_{k}=y+z
$$

where $y=\sum_{n}\left(x, \phi_{n}\right) \phi_{n}$ and $z=\sum_{k}\left(x, \psi_{k}\right) \psi_{k}$. Clearly, $y \in M$ and $z \in M^{\perp}$. If $x=y^{\prime}+z^{\prime}$, for $y^{\prime} \in M$ and $z^{\prime} \in M^{\perp}$, then the element $y-y^{\prime}=z^{\prime}-z$ belongs to $M \cap M^{\perp}$, whence is 0 . This shows the uniqueness of $y$ and $z$ and completes the proof of part 1.
EXERCISE 8.6. (a) Complete the proof of the preceding theorem.
(b) For $p_{M}$ as in part 3 of the preceding theorem, show that

$$
\left\|p_{M}(x)\right\| \leq\|x\|
$$

for all $x \in H$; i.e., $p_{M}$ is norm-decreasing.
(c) Again, for $p_{M}$ as in part 3 of the preceding theorem, show that

$$
\left(p_{M}(x), y\right)=\left(x, p_{M}(y)\right)
$$

for all $x, y \in H$.
(d) Let $S$ be a subset of a Hilbert space $H$. Show that $\left(S^{\perp}\right)^{\perp}$ is the smallest closed subspace of $H$ that contains $S$. Conclude that if $M$ is a closed subspace of a Hilbert space $H$, then $M=\left(M^{\perp}\right)^{\perp}$.
(e) Let $M$ be a subspace of a Hilbert space $H$. Show that $M$ is dense in $H$ if and only if $M^{\perp}=\{0\}$. Give an example of a proper closed subspace $M$ of an inner product space $X$ (necessarily not a Hilbert space) for which $M^{\perp}=\{0\}$.
(f) Let $M$ be a closed subspace of a Hilbert space $H$. Define a map $T: M^{\perp} \rightarrow H / M$ by $T(x)=x+M$. Prove that $T$ is an isometric
isomorphism of $M^{\perp}$ onto $H / M$. Conclude then that the quotient space $H / M$, known to be a Banach space, is in fact a Hilbert space.
DEFINITION. If $M$ is a closed subspace of a separable Hilbert space $H$, then the transformation $p_{M}$ of the preceding theorem is called the projection of Honto $M$.

REMARK. The set $\mathcal{M}$ of all closed subspaces of a Hilbert space $H$ is a candidate for the set $Q$ of questions in our mathematical model of experimental science. (See Chapter VII.) Indeed, $\mathcal{M}$ is obviously a partially-ordered set by inclusion; it contains a maximum element $H$ and a minimum element $\{0\}$; the sum of two orthogonal closed subspaces is a closed subspace, so that there is a notion of summability for certain pairs of elements of $\mathcal{M}$; each element $M \in \mathcal{M}$ has a complement $M^{\perp}$ satisfying $M+M^{\perp}=H$. Also, we may define $M$ and $N$ to be compatible if there exist four pairwise orthogonal closed subspaces $M_{1}, \ldots, M_{4}$ satisfying
(1) $M=M_{1}+M_{2}$.
(2) $N=M_{2}+M_{3}$.
(3) $M_{1}+M_{2}+M_{3}+M_{4}=H$.

We study this candidate for $Q$ in more detail later by putting it in 1-1 correspondence with the corresponding set of projections.
DEFINITION. Let $\left\{H_{n}\right\}$ be a sequence of Hilbert spaces. By the Hilbert space direct sum $\bigoplus H_{n}$ of the $H_{n}$ 's, we mean the subspace of the direct product $\prod_{n} H_{n}$ consisting of the sequences $\left\{x_{n}\right\}$, for which $x_{n} \in H_{n}$ for each $n$, and for which $\sum_{n}\left\|x_{n}\right\|^{2}<\infty$.
EXERCISE 8.7. (a) Prove that the Hilbert space direct sum $\bigoplus H_{n}$ of Hilbert spaces $\left\{H_{n}\right\}$ is a Hilbert space, where the vector space operations are componentwise and the inner product is defined by

$$
\left(\left\{x_{n}\right\},\left\{y_{n}\right\}\right)=\sum_{n}\left(x_{n}, y_{n}\right)
$$

Show that the ordinary (algebraic) direct sum of the vector spaces $\left\{H_{n}\right\}$ can be naturally identified with a dense subspace of the Hilbert space direct sum of the $H_{n}$ 's. Verify that if each $H_{n}$ is separable then so is $\bigoplus_{n} H_{n}$.
(b) Suppose $\left\{M_{n}\right\}$ is a pairwise orthogonal sequence of closed subspaces of a Hilbert space $H$ and that $M$ is the smallest closed subspace of $H$ that contains each $M_{n}$. Construct an isometric isomorphism between $M$ and the Hilbert space direct sum $\bigoplus M_{n}$, where we regard each closed subspace $M_{n}$ as a Hilbert space in its own right.

THEOREM 8.4. (Riesz Representation Theorem for Hilbert Space) Let $H$ be a separable Hilbert space, and let $f$ be a continuous linear functional on $H$. Then there exists a unique element $y_{f}$ of $H$ for which $f(x)=\left(x, y_{f}\right)$ for all $x \in H$. That is, the linear functional $f$ can be represented as an inner product. Moreover, the map $f \rightarrow y_{f}$ is a conjugate-linear isometric isomorphism of the conjugate space $H^{*}$ onto $H$.

PROOF. Let $\left\{\phi_{1}, \phi_{2}, \ldots\right\}$ be a maximal orthonormal sequence in $H$, and for each $n$, define $c_{n}=f\left(\phi_{n}\right)$. Note that $\left|c_{n}\right| \leq\|f\|$ for all $n$; i.e., the sequence $\left\{c_{n}\right\}$ is bounded. For any positive integer $n$, write $w_{n}=\sum_{j=1}^{n} \overline{c_{j}} \phi_{j}$, and note that

$$
\left\|w_{n}\right\|^{2}=\sum_{j=1}^{n}\left|c_{j}\right|^{2}=\left|f\left(w_{n}\right)\right| \leq\|f\|\left\|w_{n}\right\|
$$

whence

$$
\sum_{j=1}^{n}\left|c_{j}\right|^{2} \leq\|f\|^{2}
$$

showing that the sequence $\left\{\overline{c_{n}}\right\}$ belongs to $l^{2}$. Therefore, the series $\sum_{n=1}^{\infty} \overline{c_{n}} \phi_{n}$ converges in $H$ to an element $y_{f}$. We see immediately that $\left(y_{f}, \phi_{n}\right)=\overline{c_{n}}$ for every $n$, and that $\left\|y_{f}\right\| \leq\|f\|$. Further, for each $x \in H$, we have by Theorem 8.2 that

$$
\begin{aligned}
f(x) & =f\left(\sum\left(x, \phi_{n}\right) \phi_{n}\right) \\
& =\sum\left(x, \phi_{n}\right) c_{n} \\
& =\sum\left(x, \phi_{n}\right) \overline{\left(y_{f}, \phi_{n}\right)} \\
& =\left(x, y_{f}\right),
\end{aligned}
$$

showing that $f(x)=\left(x, y_{f}\right)$ as desired.
From the Cauchy-Schwarz inequality, we then see that $\|f\| \leq\left\|y_{f}\right\|$, and we have already seen the reverse inequality above. Hence, $\|f\|=\left\|y_{f}\right\|$. We leave the rest of the proof to the exercise that follows.

EXERCISE 8.8. (a) Prove that the map $f \rightarrow y_{f}$ of the preceding theorem is conjugate linear, isometric, and onto $H$. Conclude that the map $f \rightarrow y_{f}$ is a conjugate-linear, isometric isomorphism of the conjugate space $H^{*}$ of $H$ onto $H$. Accordingly, we say that a Hilbert space is self dual.
(b) Let $H$ be a Hilbert space. Show that a net $\left\{x_{\alpha}\right\}$ of vectors in $H$ converges to an element $x$ in the weak topology of $H$ if and only if

$$
(x, y)=\lim _{\alpha}\left(x_{\alpha}, y\right)
$$

for every $y \in H$.
(c) Show that the map $f \rightarrow y_{f}$ of the preceding theorem is a homeomorphism of the topological vector space $\left(H^{*}, \mathcal{W}^{*}\right)$ onto the topological vector space $(H, \mathcal{W})$.
(d) Let $H$ be a separable Hilbert space. Prove that the closed unit ball in $H$ is compact and metrizable in the weak topology.
(e) Let $H$ be a separable Hilbert space and let $\left\{x_{n}\right\}$ be a sequence of vectors in $H$. If $\left\{x_{n}\right\}$ converges weakly to an element $x \in H$, show that the sequence $\left\{x_{n}\right\}$ is uniformly bounded in norm. Conversely, if the sequence $\left\{x_{n}\right\}$ is uniformly bounded in norm, prove that there exists a subsequence $\left\{x_{n_{k}}\right\}$ of $\left\{x_{n}\right\}$ that is weakly convergent. HINT: Uniform Boundedness Principle and Alaoglu's Theorem.

DEFINITION. Let $H$ be a Hilbert space, and let $B(H)$ denote the set $L(H, H)$ of all bounded linear transformations of $H$ into itself. If $T \in B(H)$ and $x, y \in H$, we call the number $(T(x), y)$ a matrix coefficient for $T$.
Let $T$ be an element of $B(H)$. Define, as in Chapter IV, $\|T\|$ by

$$
\|T\|=\sup _{\substack{x \in H \\\|x\| \leq 1}}\|T(x)\|
$$

EXERCISE 8.9. (a) For $T \in B(H)$, show that

$$
\|T\|=\sup _{\substack{x, y \in H \\\|x\| \leq 1,\|y\| \leq 1}}|(T(x), y)| .
$$

(b) For $T \in B(H)$ and $x, y \in H$, prove the following polarization identity:

$$
(T(x), y)=(1 / 4) \sum_{j=0}^{3} i^{j}\left(T\left(x+i^{j} y\right),\left(x+i^{j} y\right)\right)
$$

(c) If $S, T \in B(H)$, show that $\|T S\| \leq\|T\|\|S\|$. Conclude that $B(H)$ is a Banach algebra; i.e., $B(H)$ is a Banach space on which there is also defined an associative multiplication $\times$, which is distributive over
addition, commutes with scalar multiplication, and which satisfies $\| T \times$ $S\|\leq\| T\|\|S\|$.
(d) If $S, T \in B(H)$ satisfy $(T(x), y)=(S(x), y)$ for all $x, y \in H$ (i.e., they have the same set of matrix coefficients), show that $S=T$. Show further that $T=S$ if and only if $(T(x), x)=(S(x), x)$ for all $x \in H$. (This is a result that is valid in complex Hilbert spaces but is not valid in Hilbert spaces over the real field. Consider the linear transformation on $\mathbb{R}^{2}$ determined by the matrix $\left[\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right]$.)
(e) If $F, G$ are continuous linear transformations of $H$ into any topological vector space $X$, and if $F\left(\phi_{n}\right)=G\left(\phi_{n}\right)$ for all $\phi_{n}$ in a maximal orthonormal sequence, show that $F=G$.
THEOREM 8.5. Let $H$ be a complex Hilbert space, and let $L$ be a mapping of $H \times H$ into $\mathbb{C}$ satisfying:
(1) For each fixed $y$, the map $x \rightarrow L(x, y)$ is a linear functional on $H$.
(2) For each fixed $x$, the map $y \rightarrow L(x, y)$ is a conjugate linear transformation of $H$ into $\mathbb{C}$.
(3) There exists a positive constant $M$ such that

$$
|L(x, y)| \leq M\|x\|\|y\|
$$

for all $x, y \in H$.
(Such an $L$ is called a bounded Hermitian form on $H$.) Then there exists a unique element $S \in B(H)$ such that

$$
L(x, y)=(x, S(y))
$$

for all $x, y \in H$.
PROOF. For each fixed $y \in H$, we have from assumptions (1) and (3) that the map $x \rightarrow L(x, y)$ is a continuous linear functional on $H$. Then, by the Riesz representation theorem (Theorem 8.4), there exists a unique element $z \in H$ for which $L(x, y)=(x, z)$ for all $x \in H$. We denote $z$ by $S(y)$, and we need to show that $S$ is a continuous linear transformation of $H$ into itself.
Clearly,

$$
\begin{aligned}
\left(x, S\left(y_{1}+y_{2}\right)\right) & =L\left(x, y_{1}+y_{2}\right) \\
& =L\left(x, y_{1}\right)+L\left(x, y_{2}\right) \\
& =\left(x, S\left(y_{1}\right)\right)+\left(x, S\left(y_{2}\right)\right) \\
& =\left(x, S\left(y_{1}\right)+S\left(y_{2}\right)\right)
\end{aligned}
$$

for all $x$, showing that $S\left(y_{1}+y_{2}\right)=S\left(y_{1}\right)+S\left(y_{2}\right)$. Also,

$$
\begin{aligned}
(x, S(\lambda y)) & =L(x, \lambda y) \\
& =\bar{\lambda} L(x, y) \\
& =\bar{\lambda}(x, S(y)) \\
& =(x, \lambda S(y))
\end{aligned}
$$

for all $x$, showing that $S(\lambda y)=\lambda S(y)$, whence $S$ is linear.
Now, since $|(x, S(y))|=|L(x, y)| \leq M\|x\|\|y\|$, it follows by setting $x=$ $S(y)$ that $S$ is a bounded operator of norm $\leq M$ on $H$, as desired.
Finally, the uniqueness of $S$ is evident since any two such operators $S_{1}$ and $S_{2}$ would have identical matrix coefficients and so would be equal.

DEFINITION. Let $T$ be a bounded operator on a (complex) Hilbert space $H$. Define a map $L_{T}$ on $H \times H$ by

$$
L_{T}(x, y)=(T(x), y)
$$

By the adjoint of $T$, we mean the unique bounded operator $S=T^{*}$, whose existence is guaranteed by the previous theorem, that satisfies

$$
\left(x, T^{*}(y)\right)=L_{T}(x, y)=(T(x), y)
$$

for all $x, y \in H$.
THEOREM 8.6. The adjoint mapping $T \rightarrow T^{*}$ on $B(H)$ satisfies the following for all $T, S \in B(H)$ and $\lambda \in \mathbb{C}$.
(1) $(T+S)^{*}=T^{*}+S^{*}$.
(2) $(\lambda T)^{*}=\bar{\lambda} T^{*}$.
(3) $(T S)^{*}=S^{*} T^{*}$.
(4) If $T$ is invertible, then so is $T^{*}$, and $\left(T^{*}\right)^{-1}=\left(T^{-1}\right)^{*}$.
(5) The kernel of $T^{*}$ is the orthogonal complement of the range of $T$; i.e., $y \in M^{\perp}$ if and only if $T^{*}(y)=0$.
(6) $\left(T^{*}\right)^{*}=T$.
(7) $\left\|T^{*}\right\|=\|T\|$.
(8) $\left\|T^{*} T\right\|=\left\|T T^{*}\right\|=\|T\|^{2}$.

PROOF. We prove parts 3 and 8 and leave the remaining parts to an exercise.
We have

$$
\begin{aligned}
\left(x,(T S)^{*}(y)\right) & =(T(S(x)), y) \\
& =\left(S(x), T^{*}(y)\right) \\
& =\left(x, S^{*}\left(T^{*}(y)\right)\right)
\end{aligned}
$$

showing part 3.
Next, we have that $\left\|T^{*} T\right\| \leq\left\|T^{*}\right\|\|T\|=\|T\|^{2}$ by part 7 , so to obtain part 8 we need only show the reverse inequality. Thus,

$$
\begin{aligned}
\|T\|^{2} & =\sup _{\substack{x \in H \\
\|x\| \leq 1}}\|T(x)\|^{2} \\
& =\sup _{\substack{x \in H \\
\|x\| \leq 1}}(T(x), T(x)) \\
& =\sup _{\substack{x \in H \\
\|x\| \leq 1}}\left(x, T^{*}(T(x))\right) \\
& \leq\left\|T^{*} T\right\|,
\end{aligned}
$$

as desired.
EXERCISE 8.10. Prove the remaining parts of Theorem 8.6.
DEFINITION. Let $H$ be a (complex) Hilbert space. An element $T \in$ $B(H)$ is called unitary if it is an isometry of $H$ onto $H$. A linear transformation $U$ from one Hilbert space $H_{1}$ into another Hilbert space $H_{2}$ is called a unitary map if it is an isometry of $H_{1}$ onto $H_{2}$.
An element $T \in B(H)$ is called selfadjoint or Hermitian if $T^{*}=T$.
An element $T \in B(H)$ is called normal if $T$ and $T^{*}$ commute, i.e., if $T T^{*}=T^{*} T$.
An element $T$ in $B(H)$ is called positive if $(T(x), x) \geq 0$ for all $x \in H$. An element $T \in B(H)$ is called idempotent if $T^{2}=T$.
If $p \in B(H)$ is selfadjoint and idempotent, we say that $p$ is an orthogonal projection or (simply) a projection.
An eigenvector for an operator $T \in B(H)$ is a nonzero vector $x \in H$ for which there exists a scalar $\lambda$ satisfying $T(x)=\lambda x$. The scalar $\lambda$ is called an eigenvalue for $T$, and the eigenvector $x$ is said to belong to the eigenvalue $\lambda$.

EXERCISE 8.11. (a) Prove that the $L^{2}$ Fourier transform $U$ is a unitary operator on $L^{2}(\mathbb{R})$.
(b) Suppose $\mu$ and $\nu$ are $\sigma$-finite measures on a $\sigma$-algebra $\mathcal{B}$ of subsets of a set $S$, and assume that $\nu$ is absolutely continuous with respect to $\mu$. Let $f$ denote the Radon-Nikodym derivative of $\nu$ with respect to $\mu$, and define $U: L^{2}(\nu) \rightarrow L^{2}(\mu)$ by

$$
U(g)=\sqrt{f} g
$$

Prove that $U$ is a norm-preserving linear transformation of $L^{2}(\nu)$ into $L^{2}(\mu)$, and that it is a unitary transformation between these two Hilbert spaces if and only if $\mu$ and $\nu$ are mutually absolutely continuous.
(c) (Characterization of unitary transformations) Let $U$ be a linear transformation of a Hilbert space $H_{1}$ into a Hilbert space $H_{2}$. Prove that $U$ is a unitary operator if and only if it is onto $H_{2}$ and is inner-product preserving; i.e.,

$$
(U(x), U(y))=(x, y)
$$

for all $x, y \in H_{1}$.
(d) (Another characterization of unitary operators) Let $U$ be an element of $B(H)$. Prove that $U$ is a unitary operator if and only if

$$
U U^{*}=U^{*} U=I
$$

(e) (The bilateral shift) Let $\mathbb{Z}$ denote the set of all integers, let $\mu$ be counting measure on $\mathbb{Z}$, and let $H$ be $L^{2}(\mu)$. Define a transformation $U$ on $H$ by

$$
[U(x)]_{n}=x_{n+1}
$$

Prove that $U$ is a unitary operator on $H$. Compute its adjoint (inverse) $U^{*}$.
(f) (The unilateral shift) Let $S$ be the set of all nonnegative integers, let $\mu$ be counting measure on $S$, and let $H=L^{2}(\mu)$. Define a transformation $T$ on $H$ by

$$
[T(x)]_{n}=x_{n+1}
$$

Show that $T$ is not a unitary operator. Compute its adjoint $T^{*}$.
THEOREM 8.7. Let $H$ be a (complex) Hilbert space.
(1) If $T \in B(H)$, then there exist unique selfadjoint operators $T_{1}$ and $T_{2}$ such that $T=T_{1}+i T_{2} . T_{1}$ and $T_{2}$ are called respectively the real and imaginary parts of the operator $T$.
(2) The set of all selfadjoint operators forms a real Banach space with respect to the operator norm, and the set of all unitary operators forms a group under multiplication.
(3) An element $T \in B(H)$ is selfadjoint if and only if $(T(x), x)=$ $(x, T(x))$ for all $x$ in a dense subset of $H$.
(4) An element $T \in B(H)$ is selfadjoint if and only if $(T(x), x)$ is real for every $x \in H$. If $\lambda$ is an eigenvalue for a selfadjoint operator $T$, then $\lambda$ is real.
(5) Every positive operator is selfadjoint.
(6) Every orthogonal projection is positive.
(7) If $T$ is selfadjoint, then $I \pm i T$ is 1-1, onto, and $\|(I \pm i T)(x)\| \geq$ $\|x\|$ for all $x \in H$, whence $(I \pm i T)^{-1}$ is a bounded operator on $H$.
(8) If $T$ is selfadjoint, then $U=(I-i T)(I+i T)^{-1}$ is a unitary operator, for which -1 is not an eigenvalue; i.e., $I+U$ is 1-1. Moreover,

$$
T=-i(I-U)(I+U)^{-1}
$$

This unitary operator $U$ is called the Cayley transform of $T$.
(9) A continuous linear transformation $U: H_{1} \rightarrow H_{2}$ is unitary if and only if its range is a dense subspace of $\mathrm{H}_{2}$, and

$$
(U(x), U(x))=(x, x)
$$

for all $x$ in a dense subset of $H_{1}$.
PROOF. Defining $T_{1}=(1 / 2)\left(T+T^{*}\right)$ and $T_{2}=(1 / 2 i)\left(T-T^{*}\right)$, we have that $T=T_{1}+i T_{2}$, and both $T_{1}$ and $T_{2}$ are selfadjoint. Further, if $T=S_{1}+i S_{2}$, where both $S_{1}$ and $S_{2}$ are selfadjoint, then $T^{*}=S_{1}-i S_{2}$, whence $2 S_{1}=T+T^{*}$ and $2 i S_{2}=T-T^{*}$, from which part 1 follows.
Parts 2 through 6 are left to the exercises.
To see part 7, notice first that

$$
\begin{aligned}
\|(I+i T)(x)\|^{2} & =((I+i T)(x),(I+i T)(x)) \\
& =(x, x)+i(T(x), x)-i(x, T(x))+(T(x), T(x)) \\
& =\|x\|^{2}+\|T(x)\|^{2} \\
& \geq\|x\|^{2}
\end{aligned}
$$

which implies that $I+i T$ is $1-1$ and norm-increasing. Moreover, it follows that the range of $I+i T$ is closed in $H$. For, if $y \in H$ and $y=$ $\lim y_{n}=\lim (I+i T)\left(x_{n}\right)$, then the sequence $\left\{y_{n}\right\}$ is Cauchy, and hence the sequence $\left\{x_{n}\right\}$ must be Cauchy by the above inequality. Therefore $\left\{x_{n}\right\}$ converges to an $x \in H$. Then $y=(I+i T)(x)$, showing that the range of $I+i T$ is closed.
If $z \in H$ is orthogonal to the range of $I+i T$, then $((I+i T)(z), z)=0$, which implies that $(z, z)=-i(T(z), z)$, which can only happen if $z=0$, since $(T(z), z)$ is real if $T$ is selfadjoint. Hence, the range of $I+i T$ only has 0 in its orthogonal complement; i.e., this range is dense. Since it is also closed, we have that the range of $I+i T=H$, and $I+i T$ is onto.

Since $I+i T$ is norm-increasing, we see that $(I+i T)^{-1}$ exists and is norm-decreasing, hence is continuous.
Of course, an analogous argument proves that $(I-i T)^{-1}$ is continuous.
Starting with

$$
(I+i T)(I+i T)^{-1}=I
$$

we see by taking the adjoint of both sides that

$$
\left((I+i T)^{-1}\right)^{*}=(I-i T)^{-1}
$$

It follows also then that $I-i T$ and $(I+i T)^{-1}$ commute. But now

$$
\begin{aligned}
I & =(I-i T)(I-i T)^{-1}(I+i T)^{-1}(I+i T) \\
& =(I-i T)(I+i T)^{-1}(I-i T)^{-1}(I+i T) \\
& =(I-i T)(I+i T)^{-1}\left[(I-i T)(I+i T)^{-1}\right]^{*}
\end{aligned}
$$

showing that $U=(I-i T)(I+i T)^{-1}$ is unitary. See part d of Exercise 8.11. Also,

$$
\begin{aligned}
I+U & =(I+i T)(I+i T)^{-1}+(I-i T)(I+i T)^{-1} \\
& =2(I+i T)^{-1}
\end{aligned}
$$

showing that $I+U$ is 1-1 and onto. Finally,

$$
I-U=(I+i T)(I+i T)^{-1}-(I-i T)(I+i T)^{-1}=2 i T(I+i T)^{-1}
$$

whence

$$
-i(I-U)(I+U)^{-1}=-i \times 2 i T(I+i T)^{-1}(1 / 2)(I+i T)=T
$$

as desired.
Finally, if a continuous linear transformation $U: H_{1} \rightarrow H_{2}$ is onto a dense subspace of $H_{2}$, and $(U(x), U(x))=(x, x)$ for all $x$ in a dense subset of $H_{1}$, we have that $U$ is an isometry on this dense subset, whence is an isometry of all of $H_{1}$ into $H_{2}$. Since $H_{1}$ is a complete metric space, it follows that the range of $U$ is complete, whence is a closed subset of $H_{2}$. Since this range is assumed to be dense, it follows that the range of $U=H_{2}$, and $U$ is unitary.

EXERCISE 8.12. Prove parts 2 through 6 of the preceding theorem.
EXERCISE 8.13. Let $H$ be a Hilbert space.
(a) If $\phi(z)=\sum_{n=0}^{\infty} a_{n} z^{n}$ is a power series function with radius of convergence $r$, and if $T$ is an element of $B(H)$ for which $\|T\|<r$, show that the infinite series $\sum_{n=0}^{\infty} a_{n} T^{n}$ converges to an element of $B(H)$. (We may call this element $\phi(T)$.)
(b) Use part a to show that $I+T$ has an inverse in $B(H)$ if $\|T\|<1$.
(c) For each $T \in B(H)$, define

$$
e^{T}=\sum_{n=0}^{\infty} T^{n} / n!
$$

Prove that

$$
e^{T+S}=e^{T} e^{S}
$$

if $T$ and $S$ commute. HINT: Show that the double series $\sum T^{n} / n!\times$ $\sum S^{j} / j$ ! converges independent of the arrangement of the terms. Then, rearrange the terms into groups where $n+j=k$.
(d) Suppose $T$ is selfadjoint. Show that

$$
e^{i T}=\sum_{n=0}^{\infty}(i T)^{n} / n!
$$

is unitary.
EXERCISE 8.14. (Multiplication Operators) Let $(S, \mu)$ be a $\sigma$-finite measure space. For each $f \in L^{\infty}(\mu)$, define the operator $m_{f}$ on the Hilbert space $L^{2}(\mu)$ by

$$
m_{f}(g)=f g .
$$

These operators $m_{f}$ are called multiplication operators.
(a) Show that each operator $m_{f}$ is bounded and that

$$
\left\|m_{f}\right\|=\|f\|_{\infty}
$$

(b) Show that $\left(m_{f}\right)^{*}=m_{\bar{f}}$. Conclude that each $m_{f}$ is normal, and that $m_{f}$ is selfadjoint if and only if $f$ is real-valued a.e. $\mu$.
(c) Show that $m_{f}$ is unitary if and only if $|f|=1$ a.e. $\mu$.
(d) Show that $m_{f}$ is a positive operator if and only if $f(x) \geq 0$ a.e. $\mu$.
(e) Show that $m_{f}$ is a projection if and only if $f^{2}=f$ a.e. $\mu$, i.e., if and only if $f$ is the characteristic function of some set $E$.
(f) Show that $\lambda$ is an eigenvalue for $m_{f}$ if and only if $\mu\left(f^{-1}(\{\lambda\})\right)>0$.
(g) Suppose $\phi(z)=\sum_{n=0}^{\infty} a_{n} z^{n}$ is a power series function with radius of convergence $r$, and suppose $f \in L^{\infty}(\mu)$ satisfies $\|f\|_{\infty}<r$. Show that $\phi\left(m_{f}\right)=m_{\phi \circ f}$. (See the previous exercise.)

EXERCISE 8.15. Let $H$ be the complex Hilbert space $L^{2}(\mathbb{R})$. For $f \in L^{1}(\mathbb{R})$, write $T_{f}$ for the operator on $H$ determined by convolution by $f$. That is, for $g \in L^{2}(\mathbb{R})$, we have $T_{f}(g)=f * g$. See Theorem 6.2.
(a) Prove that $T_{f} \in B(H)$ and that the map $f \rightarrow T_{f}$ is a norm-decreasing linear transformation of $L^{1}(\mathbb{R})$ into $B(H)$. See Theorem 6.2.
(b) For $g, h \in L^{2}(\mathbb{R})$ and $f \in L^{1}(\mathbb{R})$, show that

$$
\left(T_{f}(g), h\right)=(\hat{f} U(g), U(h))=\left(m_{\hat{f}}(U(g)), U(h)\right)
$$

where $\hat{f}$ denotes the Fourier transform of $f$ and $U(g)$ and $U(h)$ denote the $L^{2}$ Fourier transforms of $g$ and $h$. Conclude that the map $f \rightarrow T_{f}$ is 1-1.
(c) Show that $T_{f}^{*}=T_{f^{*}}$, where $f^{*}(x)=\overline{f(-x)}$.
(d) Show that

$$
T_{f_{1} * f_{2}}=T_{f_{1}} \circ T_{f_{2}}
$$

for all $f_{1}, f_{2} \in L^{1}(\mathbb{R})$. Conclude that $T_{f}$ is always a normal operator, and that it is selfadjoint if and only if $f(-x)=\overline{f(x)}$ for almost all $x$. HINT: Fubini's Theorem.
(e) Prove that $T_{f}$ is a positive operator if and only if $\hat{f}(\xi) \geq 0$ for all $\xi \in \mathbb{R}$.
(f) Show that $T_{f}$ is never a unitary operator and is never a nonzero projection. Can $T_{f}$ have any eigenvectors?

We return now to our study of the set $\mathcal{M}$ of all closed subspaces of a Hilbert space $H$. The next theorem shows that $\mathcal{M}$ is in 1-1 correspondence with a different, and perhaps more tractable, set $\mathcal{P}$.

THEOREM 8.8. Let $p$ be an orthogonal projection on a Hilbert space $H$, let $M_{p}$ denote the range of $p$ and let $K_{p}$ denote the kernel of $p$. Then:
(1) $x \in M_{p}$ if and only if $x=p(x)$.
(2) $M_{p}=K_{p}^{\perp}$, whence $M_{p}$ is a closed subspace of $H$. Moreover, $p$ is the projection of $H$ onto $M_{p}$.
(3) The assignment $p \rightarrow M_{p}$ is a 1-1 correspondence between the set $\mathcal{P}$ of all orthogonal projections on $H$ and the set $\mathcal{M}$ of all closed subspaces of $H$.
(4) $M_{p}$ and $M_{q}$ are orthogonal subspaces if and only if $p q=q p=0$ which implies that $p+q$ is a projection. In fact, $M_{p+q}=M_{p}+M_{q}$.
(5) $M_{p} \subseteq M_{q}$ if and only if $p q=q p=p$, which implies that $r=q-p$ is a projection, and $q=p+r$.

PROOF. We leave the proof of part 1 to the exercise that follows.
If $x \in M_{p}$, and $y \in K_{p}$, then, $x=p(x)$ by part 1 . Therefore,

$$
(x, y)=(p(x), y)=(x, p(y))=0,
$$

showing that $M_{p} \subseteq K_{p}^{\perp}$. Conversely, if $x \in K_{p}^{\perp}$, then $x-p(x)$ is also in $K_{p}^{\perp}$. But

$$
p(z-p(z))=p(z)-p^{2}(z)=0
$$

for any $z \in H$, whence $x-p(x) \in K_{p} \cap K_{p}^{\perp}$, and this implies that $x=p(x)$, and $x \in M_{p}$. This proves the first part of 2 . We see also that for any $z \in H$ we have that

$$
z=p(z)+(z-p(z))
$$

and that $p(z) \in M_{p}$, and $z-p(z) \in K_{p}$. It follows then that $p$ is the projection of $H$ onto the closed subspace $M_{p}$. See the Projection Theorem (8.3).

Part 3 follows directly from Theorem 8.3.
Let $M_{p}$ and $M_{q}$ be orthogonal subspaces. If $x$ is any element of $H$, then $q(x) \in M_{q}$ and $M_{q} \subseteq K_{p}$. Therefore $p(q(x))=0$ for every $x \in H$; i.e., $p q=0$. A similar calculation shows that $q p=0$. Then it follows directly that $p+q$ is selfadjoint and that $(p+q)^{2}=p+q$. Conversely, if $p q=q p=0$, then $M_{p} \subseteq K_{q}$, whence $M_{p}$ is orthogonal to $M_{q}$. We leave part 5 to the exercises.

EXERCISE 8.16. (a) Prove parts 1 and 5 of the preceding theorem.
(b) Let $p$ be a projection with range $M_{p}$. Show that a vector $x$ belongs to $M_{p}$ if and only if $\|p(x)\|=\|x\|$.
REMARK. We now examine the set $\mathcal{P}$ of all projections on a separable complex Hilbert space $H$ as a candidate for the set $Q$ of all questions in our development of axiomatic experimental science. The preceding theorem shows that $\mathcal{P}$ is in 1-1 correspondence with the set $\mathcal{M}$ of all closed subspaces, and we saw earlier that $\mathcal{M}$ could serve as a model for $Q$. The following theorem spells out the properties of $\mathcal{P}$ that are relevant if we wish to use $\mathcal{P}$ as a model for $Q$.

THEOREM 8.9. Consider the set $\mathcal{P}$ of all projections on a separable complex Hilbert space $H$ as being in 1-1 correspondence with the set $\mathcal{M}$ of all closed subspaces of $H$, and equip $\mathcal{P}$ with the notions of partial order, complement, orthogonality, sum, and compatibility coming from this identification with $\mathcal{M}$. Then:
(1) $p \leq q$ if and only if $p q=q p=p$.
(2) $p$ and $q$ are orthogonal if and only if $p q=q p=0$.
(3) $p$ and $q$ are summable if and only if they are orthogonal.
(4) $p$ and $q$ are compatible if and only if they commute, i.e., if and only if $p q=q p$.
(5) If $\left\{p_{i}\right\}$ is a sequence of pairwise orthogonal projections, then there exists a (unique) projection $p$ such that $p(x)=\sum_{i} p_{i}(x)$ for all $x \in H$.

PROOF. Parts 1 and 2 follow from the preceding theorem. It also follows from that theorem that if $p$ and $q$ are orthogonal then $p+q$ is a projection, implying that $p$ and $q$ are summable. Conversely, if $p$ and $q$ are summable, then $p+q$ is a projection, and

$$
p+q=(p+q)^{2}=p^{2}+p q+q p+q^{2}=p+q+p q+q p
$$

whence $p q=-q p$. But then

$$
\begin{aligned}
-p q & =-p^{2} q^{2} \\
& =-p p q q \\
& =p(-p q) q \\
& =p q p q \\
& =(-q p)(-q p) \\
& =q p q p \\
& =q(-q p) p \\
& =-q p,
\end{aligned}
$$

implying that $p q=q p$. But then $p q=q p=0$, whence $p$ and $q$ are orthogonal. This completes the proof of part 3.
Suppose now that $p$ and $q$ commute, and write $r_{2}=p q$. Let $r_{1}=p-r_{2}$, $r_{3}=q-r_{2}$, and $r_{4}=I-r_{1}-r_{2}-r_{3}$. It follows directly that the $r_{i}$ 's are pairwise orthogonal projections, that $p=r_{1}+r_{2}$ and that $q=r_{2}+r_{3}$. Hence $p$ and $q$ are compatible. Conversely, if $p$ and $q$ are compatible, and $p=r_{1}+r_{2}$ and $q=r_{2}+r_{3}$, where $r_{1}, r_{2}, r_{3}$ are pairwise orthogonal projections, then $p q=q p=r_{2}$ and $p$ and $q$ commute.
Finally, to see part 5 , let $M$ be the Hilbert space direct sum $\bigoplus M_{p_{i}}$ of the closed subspaces $\left\{M_{p_{i}}\right\}$, and let $p$ be the projection of $H$ onto $M$. Then, if $x \in M^{\perp}$, we have that $p(x)=p_{i}(x)=0$ for all $i$, whence

$$
p(x)=\sum p_{i}(x)
$$

On the other hand, if $x^{\prime} \in M$, then $x^{\prime}=\sum x_{i}^{\prime}$, where for each $i, x_{i}^{\prime} \in M_{p_{i}}$. Obviously then $p\left(x^{\prime}\right)=\sum p_{i}\left(x_{i}^{\prime}\right)=\sum p_{i}\left(x^{\prime}\right)$. Finally, if $z \in H$, then $z=x+x^{\prime}$, where $x \in M^{\perp}$ and $x^{\prime} \in M$. Clearly, we have $p(z)=\sum p_{i}(z)$, and the proof is complete.
DEFINITION. Let $H$ be a separable Hilbert space. If $\left\{p_{i}\right\}$ is a sequence of pairwise orthogonal projections in $B(H)$, then the projection $p=\sum_{i} p_{i}$ from part 5 of the preceding theorem is called the sum of the $p_{i}$ 's.
EXERCISE 8.17. (a) Show that the set $\mathcal{P}$ satisfies all the requirements of the set $Q$ of all questions. (See Chapter VII.)
(b) Show that in $\mathcal{P}$ a stronger property holds than is required for $Q$. That is, show that a sequence $\left\{p_{i}\right\}$ is mutually summable if and only if it is pairwise orthogonal.

## CHAPTER IX

## PROJECTION-VALUED MEASURES

DEFINITION Let $S$ be a set and let $\mathcal{B}$ be a $\sigma$-algebra of subsets of $S$. We refer to the elements of $\mathcal{B}$ as Borel subsets of $S$ and we call the pair $(S, \mathcal{B})$ a Borel space.
If $H$ is a separable (complex) Hilbert space, we say that a mapping $E \rightarrow p_{E}$, of $\mathcal{B}$ into the set $\mathcal{P}$ of projections on $H$, is a projection-valued measure (or an $H$-projection-valued measure) on ( $S, \mathcal{B}$ ) if:
(1) $p_{S}=I$, and $p_{\emptyset}=0$.
(2) If $\left\{E_{i}\right\}$ is a countable collection of pairwise disjoint elements of $\mathcal{B}$, then $\left\{p_{E_{i}}\right\}$ is a pairwise orthogonal collection of projections, and $p_{\cup E_{i}}=\sum p_{E_{i}}$.
If $p\left(E \rightarrow p_{E}\right)$ is an $H$-projection-valued measure and $M$ is a closed subspace of $H$, for which $p_{E}(M) \subseteq M$ for all $E \in \mathcal{B}$, then $M$ is called an invariant subspace for $p$ or simply a $p$-invariant subspace. The assignment $\left.E \rightarrow\left(p_{E}\right)\right|_{M}$ is called the restriction of $p$ to $M$. See Exercise 9.1.

Two functions $f$ and $g$ on $S$ are said to agree a.e.p if the set $E$ of all $x$ for which $f(x) \neq g(x)$ satisfies $p_{E}=0$.
A function $f: S \rightarrow \mathbb{C}$ is called a Borel function or $\mathcal{B}$-measurable if $f^{-1}(U) \in \mathcal{B}$ whenever $U$ is an open subset of $\mathbb{C}$. A complex-valued $\mathcal{B}$ measurable function $f$ is said to belong to $L^{\infty}(p)$ if there exists a positive real number $M$ such that

$$
p_{|f|^{-1}(M, \infty)}=p_{\{x:|f(x)|>M\}}=0
$$

and the $L^{\infty}$ norm (really only a seminorm) of such a function $f$ is defined to be the infimum of all such numbers $M$. By $L^{\infty}(p)$, we mean the vector space (or algebra) of all $L^{\infty}$ functions $f$ equipped with the $\infty$-norm. See Exercise 9.1.
If $H$ and $H^{\prime}$ are two separable Hilbert spaces, and if $E \rightarrow p_{E}$ is an $H$-projection-valued measure and $E \rightarrow p_{E}^{\prime}$ is an $H^{\prime}$-projection-valued measure, both defined on the same Borel space $(S, \mathcal{B})$, we say that $p$ and $p^{\prime}$ are unitarily equivalent if there exists a unitary transformation $U: H \rightarrow H^{\prime}$ such that

$$
U \circ p_{E} \circ U^{-1}=p_{E}^{\prime}
$$

for every $E \in \mathcal{B}$.
If we are thinking of the set $\mathcal{P}$ as a model for the set $Q$ of all questions (see Chapter VII), and the Borel space $S$ is the real line $\mathbb{R}$, then the set of projection-valued measures will correspond to the set $O$ of all observables.

EXERCISE 9.1. Let $E \rightarrow p_{E}$ be a projection-valued measure on $(S, \mathcal{B})$. (a) If $E \in \mathcal{B}$, show that $p_{\tilde{E}}=I-p_{E}$.
(b) If $E, F \in \mathcal{B}$, show that $p_{E \cap F}=p_{E} p_{F}$. HINT: Show first that if $E \cap F=\emptyset$, then $p_{E}$ and $p_{F}$ are orthogonal, i.e., that $p_{E} p_{F}=p_{F} p_{E}=0$.
(c) If $S$ is the increasing union $\cup E_{n}$ of elements of $\mathcal{B}$, show that the union of the ranges of the projections $p_{E_{n}}$ is dense in $H$. HINT: Write
$F_{1}=E_{1}$, and for $n>1$ define $F_{n}=E_{n}-E_{n-1}$. Note that $S=\cup F_{n}$, whence $x=\sum p_{F_{n}}(x)$ for each $x \in H$.
(d) Suppose $\left\{E_{n}\right\}$ is a sequence of elements of $\mathcal{B}$ for which $p_{E_{n}}=0$ for all $n$. Prove that $p_{\cup E_{n}}=0$.
(e) Show that $\|f\|_{\infty}$ is a seminorm on $L^{\infty}(p)$. Show further that $\|f g\|_{\infty} \leq$ $\|f\|_{\infty}\|g\|_{\infty}$ for all $f, g \in L^{\infty}(p)$. If $M$ denotes the subset of $L^{\infty}(p)$ consisting of the functions $f$ for which $\|f\|_{\infty}=0$, i.e., the functions that are 0 a.e. $p$, prove that $L^{\infty}(p) / M$ is a Banach space (even a Banach algebra). See part c of Exercise 4.3. Sometimes the notation $L^{\infty}(p)$ stands for this Banach space $L^{\infty}(p) / M$.
(f) Suppose $M$ is a closed invariant subspace for $p$. Show that the assignment $\left.E \rightarrow\left(p_{E}\right)\right|_{M}$ is an $M$-projection-valued measure.
(g) Let $\left\{H_{i}\right\}$ be a sequence of separable Hilbert spaces, and for each $i$ let $E \rightarrow p_{E}^{i}$ be an $H_{i}$-projection-valued measure on the Borel space $(S, \mathcal{B})$. Let $H=\bigoplus H_{i}$ be the Hilbert space direct sum of the $H_{i}$ 's, and define a map $E \rightarrow p_{E}$ of $\mathcal{B}$ into the set of projections on $H$ by

$$
p_{E}=\sum_{i} p_{E}^{i}
$$

Prove that $E \rightarrow p_{E}$ is a projection-valued measure. This projectionvalued measure is called the direct sum of the projection-valued measures $\left\{p^{i}\right\}$.

THEOREM 9.1. Let $(S, \mathcal{B})$ be a Borel space, let $H$ be a separable Hilbert space, and let $E \rightarrow p_{E}$ be an $H$-projection-valued measure on $(S, \mathcal{B})$. If $x \in H$, define $\mu_{x}$ on $\mathcal{B}$ by

$$
\mu_{x}(E)=\left(p_{E}(x), x\right)
$$

Then $\mu_{x}$ is a finite positive measure on the $\sigma$-algebra $\mathcal{B}$ and $\mu_{x}(S)=$ $\|x\|^{2}$.

EXERCISE 9.2. (a) Prove Theorem 9.1.
(b) Show that each measure $\mu_{x}$, as defined in the preceding theorem, is absolutely continuous with respect to $p$. That is, show that if $p_{E}=0$ then $\mu_{x}(E)=0$.
(c) Let $S, \mathcal{B}, H$ and $p$ be as in the preceding theorem. If $x$ and $y$ are vectors in $H$, and if $\mu_{x, y}$ is defined on $\mathcal{B}$ by

$$
\mu_{x, y}(E)=\left(p_{E}(x), y\right)
$$

show that $\mu_{x, y}$ is a finite complex measure on $\mathcal{B}$. Show also that

$$
\left\|\mu_{x, y}\right\| \leq\|x\|\|y\| .
$$

See Exercise 5.12.
(d) Let $S, \mathcal{B}, H, p$, and $\mu_{x}$ be as in the preceding theorem. Suppose $p^{\prime}$ is any $H$-projection-valued measure on $\mathcal{B}$ for which $\mu_{x}(E)=\left(p_{E}^{\prime}(x), x\right)$ for all $x \in H$. Show that $p^{\prime}=p$. That is, the measures $\left\{\mu_{x}\right\}$ uniquely determine the projection-valued measure $p$.
(e) Let $\phi$ be a $\mathcal{B}$-measurable simple function on $S$, and suppose

$$
\phi=\sum_{i=1}^{n} a_{i} \chi_{E_{i}}
$$

and

$$
\phi=\sum_{j=1}^{m} b_{j} \chi_{F_{j}}
$$

are two different representations of $\phi$ as finite linear combinations of characteristic functions of elements of $\mathcal{B}$. Prove that for each $x \in H$, we have

$$
\sum_{i=1}^{n} a_{i} p_{E_{i}}(x)=\sum_{j=1}^{m} b_{j} p_{F_{j}}(x) .
$$

HINT: Show this by taking inner products.
THEOREM 9.2. Let $(S, \mu)$ be a $\sigma$-finite measure space, let $\mathcal{B}$ be the $\sigma$-algebra of $\mu$-measurable subsets of $S$, and let $H=L^{2}(\mu)$. For each measurable set $E \subseteq S$, define $p_{E}$ to be the projection in $B(H)$ given by $p_{E}=m_{\chi_{E}}$. That is,

$$
p_{E}(f)=\chi_{E} f .
$$

Then $E \rightarrow p_{E}$ is a projection-valued measure on $H$.
DEFINITION. The projection-valued measure of the preceding theorem is called the canonical projection-valued measure on $L^{2}(\mu)$.

EXERCISE 9.3. (a) Prove Theorem 9.2.
(b) Let $U$ denote the $L^{2}$ Fourier transform on $L^{2}(\mathbb{R})$, and, for each Borel subset $E \subseteq \mathbb{R}$, define an operator $p_{E}$ on $L^{2}(\mathbb{R})$ by

$$
p_{E}(f)=U^{-1}\left(\chi_{E} U(f)\right) .
$$

Show that each operator $p_{E}$ is a projection on $L^{2}(\mathbb{R})$ and that $E \rightarrow p_{E}$ is a projection-valued measure. Note that this projection-valued measure is unitarily equivalent to the canonical one on $L^{2}(\mathbb{R})$. Show that $p_{[-1,1]}$ can be expressed as a convolution operator:

$$
p_{[-1,1]} f(t)=\int_{-\infty}^{\infty} k(t-s) f(s) d s
$$

where $k$ is a certain $L^{2}$ function.
(c) Let $(S, \mathcal{B})$ and $\left(S^{\prime}, \mathcal{B}^{\prime}\right)$ be two Borel spaces, and let $h$ be a map of $S$ into $S^{\prime}$ for which $h^{-1}\left(E^{\prime}\right) \in \mathcal{B}$ whenever $E^{\prime} \in \mathcal{B}^{\prime}$. Such a map $h$ is called a Borel map of $S$ into $S^{\prime}$. Suppose $E \rightarrow p_{E}$ is an $H$-projection-valued measure on $(S, \mathcal{B})$, and define a $\operatorname{map} E^{\prime} \rightarrow q_{E^{\prime}}$ on $\mathcal{B}^{\prime}$ by

$$
q_{E^{\prime}}=p_{h^{-1}\left(E^{\prime}\right)}
$$

Prove that $E^{\prime} \rightarrow q_{E^{\prime}}$ is an $H$-projection-valued measure on $\left(S^{\prime}, \mathcal{B}^{\prime}\right)$. This projection-valued measure $q$ is frequently denoted by $h_{*}(p)$.

EXERCISE 9.4. Let $(S, \mu)$ be a $\sigma$-finite measure space, and let $E \rightarrow$ $p_{E}$ be the canonical projection-valued measure on $L^{2}(\mu)$. Prove that there exists a vector $f$ in $L^{2}(\mu)$ such that the linear span of the vectors $p_{E}(f)$, for $E$ running over the $\mu$-measurable subsets of $S$, is dense in $L^{2}(\mu)$. HINT: Do this first for a finite measure $\mu$.
DEFINITION. Let $(S, \mathcal{B})$ be a Borel space, let $H$ be a separable Hilbert space, and let $E \rightarrow p_{E}$ be an $H$-projection-valued measure on $(S, \mathcal{B})$. A vector $x \in H$ is called a cyclic vector for $p$ if the linear span of the vectors $p_{E}(x)$, for $E \in \mathcal{B}$, is dense in $H$.
A vector $x$ is a separating vector for $p$ if: $p_{E}=0$ if and only if $p_{E}(x)=0$. A vector $x$ is a supporting vector for $p$ if the measure $\mu_{x}$ of Theorem 9.1 satisfies: $\mu_{x}(E)=0$ if and only if $p_{E}=0$.

EXERCISE 9.5. (a) Show that a canonical projection-valued measure has a cyclic vector. (See Exercise 9.4.)
(b) Show that every cyclic vector for a projection-valued measure is a separating vector.
(c) Show that a vector $x$ is a separating vector for a projection-valued measure if and only if it is a supporting vector.
(d) Give an example to show that not every separating vector need be cyclic. HINT: Use a one-point set $S$ and a 2 dimensional Hilbert space.

THEOREM 9.3. An H-projection-valued measure $E \rightarrow p_{E}$ on a Borel space $(S, \mathcal{B})$ has a cyclic vector if and only if there exists a finite measure $\mu$ on $(S, \mathcal{B})$ such that $p$ is unitarily equivalent to the canonical projectionvalued measure on $L^{2}(\mu)$.

PROOF. The "if" part follows from part a of Exercise 9.5. Conversely, let $x$ be a cyclic vector for $p$ and write $\mu$ for the (finite) measure $\mu_{x}$ of Theorem 9.1 on $\mathcal{B}$. For each $\mathcal{B}$-measurable simple function $\phi=\sum a_{i} \chi_{E_{i}}$ on $S$, define $U(\phi) \in H$ by

$$
U(\phi)=\sum a_{i} p_{E_{i}}(x)
$$

Then $U(\phi)$ is well-defined by part e of Exercise 9.2, and the range of $U$ is dense in $H$ because $x$ is a cyclic vector. It follows directly that $U$ is a well-defined linear transformation of the complex vector space $X$ of all simple $\mathcal{B}$-measurable functions on $S$ into $H$. Furthermore, writing $\phi=\sum a_{i} \chi_{E_{i}}$, where $E_{i} \cap E_{j}=\emptyset$ for $i \neq j$, then

$$
\begin{aligned}
\|U(\phi)\|^{2} & =\left(\sum_{i} a_{i} p_{E_{i}}(x), \sum_{j} a_{j} p_{E_{j}}(x)\right) \\
& =\sum \sum a_{i} \overline{a_{j}}\left(p_{E_{i}}(x), p_{E_{j}}(x)\right) \\
& =\sum \sum a_{i} \overline{a_{j}}\left(p_{E_{j} \cap E_{i}}(x), x\right) \\
& =\sum\left|a_{i}\right|^{2}\left(p_{E_{i}}(x), x\right) \\
& =\sum\left|a_{i}\right|^{2} \mu\left(E_{i}\right) \\
& =\int|\phi|^{2} d \mu \\
& =\|\phi\|_{2}^{2},
\end{aligned}
$$

showing that $U$ is an isometry of $X$ onto a dense subspace of $H$.
Therefore, $U$ has a unique extension from the dense subspace $X$ to a unitary operator from all of $L^{2}(\mu)$ onto all of $H$.
Finally, if $p^{\prime}$ denotes the canonical projection-valued measure on $L^{2}(\mu)$, $\phi=\sum a_{i} \chi_{E_{i}}$ is an element of $X$, and $y=U(\phi)$ is the corresponding
element in the range of $U$ on $X$, we have

$$
\begin{aligned}
\left(U \circ p_{E}^{\prime} \circ U^{-1}\right)(y) & =\left(U \circ p_{E}^{\prime}\right)(\phi) \\
& =U\left(\chi_{E} \phi\right) \\
& =U\left(\chi_{E} \sum a_{i} \chi_{E_{i}}\right) \\
& =U\left(\sum a_{i} \chi_{E \cap E_{i}}\right) \\
& =\sum a_{i} p_{E \cap E_{i}}(x) \\
& =\sum a_{i} p_{E}\left(p_{E_{i}}(x)\right) \\
& =p_{E}\left(\sum a_{i} p_{E_{i}}(x)\right) \\
& =p_{E}(U(\phi)) \\
& =p_{E}(y)
\end{aligned}
$$

which shows that $U \circ p_{E}^{\prime} \circ U^{-1}$ and $p_{E}$ agree on a dense subspace of $H$, whence are equal everywhere. This completes the proof.

EXERCISE 9.6. Let $E \rightarrow p_{E}$ be an $H$-projection-valued measure.
(a) Let $x$ be an element of $H$, and let $M$ be the closed linear span of the vectors $p_{E}(x)$ for $E \in \mathcal{B}$. Prove that $M$ is invariant under $p$, and that the restriction of $p$ to $M$ has a cyclic vector.
(b) Use the Hausdorff Maximality Principle to prove that there exists a sequence $\left\{M_{i}\right\}$ of pairwise orthogonal closed $p$-invariant subspaces of $H$, such that $\left.E \rightarrow\left(p_{E}\right)\right|_{M_{i}}$ has a cyclic vector for each $i$, and such that $H$ is the Hilbert space direct sum $\bigoplus M_{i}$.
We next take up the notion of integrals with respect to a projectionvalued measure.

THEOREM 9.4. Let $p$ be an H-projection-valued measure on a Borel space $(S, \mathcal{B})$. Let $\phi$ be a $\mathcal{B}$-measurable simple function, and suppose that

$$
\phi=\sum a_{i} \chi_{E_{i}}=\sum b_{j} \chi_{F_{j}},
$$

where each $E_{i}$ and $F_{j}$ are elements of $\mathcal{B}$ and each $a_{i}$ and $b_{j}$ are complex numbers. Then

$$
\sum a_{i} p_{E_{i}}=\sum b_{j} p_{F_{j}}
$$

EXERCISE 9.7. Prove Theorem 9.4.

DEFINITION. If $p$ is an $H$-projection-valued measure on a Borel space $(S, \mathcal{B})$, and $\phi$ is a $\mathcal{B}$-measurable simple function on $S$, we define an operator, which we denote by $\int \phi d p$, on $H$ by

$$
\int \phi d p=\sum a_{i} p_{E_{i}}
$$

where $\phi=\sum a_{i} \chi_{E_{i}}$. This operator is well-defined in view of the preceding theorem.

THEOREM 9.5. Let $p$ be an H-projection-valued measure on a Borel space $(S, \mathcal{B})$, and let $X$ denote the space of all $\mathcal{B}$-measurable simple functions on $S$. Then the map $L$ that sends $\phi$ to $\int \phi d p$ has the following properties:
(1) $L(\phi)=\int \phi d p$ is a bounded operator on $H$, and

$$
\|L(\phi)\|=\left\|\int \phi d p\right\|=\|\phi\|_{\infty}
$$

(2) $L$ is linear; i.e.,

$$
\int(\phi+\psi) d p=\int \phi d p+\int \psi d p
$$

and

$$
\int \lambda \phi d p=\lambda \int \phi d p
$$

for all complex numbers $\lambda$ and all $\phi, \psi \in X$.
(3) $L$ is multiplicative; i.e.,

$$
\int(\phi \psi) d p=\int \phi d p \circ \int \psi d p
$$

for all $\phi, \psi \in X$.
(4) $L$ is essentially 1-1, i.e.; $\int \phi d p=\int \psi d p$ if and only if $\phi=\psi$ a.e.p.
(5) For each $\phi \in X$, we have

$$
\left(\int \phi d p\right)^{*}=\int \bar{\phi} d p
$$

whence $\int \phi d p$ is selfadjoint if and only if $\phi$ is real-valued a.e.p.
(6) $\int \phi d p$ is a positive operator if and only if $\phi$ is nonnegative a.e.p.
(7) $\int \phi d p$ is unitary if and only if $|\phi|=1$ a.e.p.
(8) $\int \phi d p$ is a projection if and only if $\phi^{2}=\phi$ a.e.p; i.e., if and only if $\phi$ agrees with a characteristic function a.e.p.

PROOF. Let $x$ and $y$ be unit vectors in $H$, and let $\mu_{x, y}$ be the complex measure on $S$ defined in part c of Exercise 9.2. Then

$$
\begin{aligned}
\left|\left(\left[\int \phi d p\right](x), y\right)\right| & =\left|\left(\sum a_{i} p_{E_{i}}(x), y\right)\right| \\
& =\left|\sum a_{i} \mu_{x, y}\left(E_{i}\right)\right| \\
& =\left|\int \phi d \mu_{x, y}\right| \\
& \leq\|\phi\|_{\infty}\left\|\mu_{x, y}\right\| \\
& \leq\|\phi\|_{\infty}
\end{aligned}
$$

showing that $\int \phi d p$ is a bounded operator and that $\left\|\int \phi d p\right\| \leq\|\phi\|_{\infty}$. See part c of Exercise 9.2 and part c of Exercise 5.12. On the other hand, we may assume that the sets $\left\{E_{i}\right\}$ are pairwise disjoint, that $p_{E_{1}} \neq 0$, and that $\left|a_{1}\right|=\|\phi\|_{\infty}$. Choosing $x$ to be any unit vector in the range of $p_{E_{1}}$, we see that

$$
\begin{aligned}
{\left[\int \phi d p\right](x) } & =\sum a_{i} p_{E_{i}}\left(p_{E_{1}}(x)\right) \\
& =\sum a_{i} p_{E_{i} \cap E_{1}}(x) \\
& =a_{1} p_{E_{1}}(x) \\
& =a_{1} x
\end{aligned}
$$

showing that $\left\|\left[\int \phi d p\right](x)\right\|=\|\phi\|_{\infty}$, and this finishes the proof of part 1.

Part 2 is left to the exercises.

To see part 3 , write $\phi=\sum_{i=1}^{n} a_{i} \chi_{E_{i}}$, and $\psi=\sum_{j=1}^{m} b_{j} \chi_{F_{j}}$. Then

$$
\begin{aligned}
\int \phi \psi d p & =\int\left(\sum_{i=1}^{n} \sum_{j=1}^{m} a_{i} b_{j} \chi_{E_{i}} \chi_{F_{j}}\right) d p \\
& =\int\left(\sum_{i=1}^{n} \sum_{j=1}^{m} a_{i} b_{j} \chi_{E_{i} \cap F_{j}}\right) d p \\
& =\sum_{i=1}^{n} \sum_{j=1}^{m} a_{i} b_{j} p_{E_{i} \cap F_{j}} \\
& =\sum_{i=1}^{n} \sum_{j=1}^{m} a_{i} b_{j} p_{E_{i}} p_{F_{j}} \\
& =\sum_{i=1}^{n} a_{i} p_{E_{i}} \circ \sum_{j=1}^{m} b_{j} p_{F_{j}} \\
& =\int \phi d p \circ \int \psi d p
\end{aligned}
$$

proving part 3.
We have next that $\int \phi d p=\int \psi d p$ if and only if

$$
\left(\left[\int \phi d p\right](x), x\right)=\left(\left[\int \psi d p\right](x), x\right)
$$

for every $x \in H$. Therefore $\int \phi d p=\int \psi d p$ if and only if $\int \phi d \mu_{x}=$ $\int \psi d \mu_{x}$ for every $x \in H$. If $\phi=\psi$ a.e. $p$, then $\phi=\psi$ a.e. $\mu_{x}$ for every $x \in$ $H$, whence $\int \phi d \mu_{x}=\int \psi d \mu_{x}$ for all $x$, and $\int \phi d p=\int \psi d p$. Conversely, if $\phi$ and $\psi$ are not equal a.e.p, then, without loss of generality, we may assume that there exists a set $E \subseteq S$ and a $\delta>0$ such that $\phi(s)-\psi(s)>$ $\delta$ for all $s \in E$ and $p_{E} \neq 0$. Letting $x$ be a unit vector in the range of
the projection $p_{E}$, we have that

$$
\begin{aligned}
\left(\left[\int \phi d p\right](x), x\right)-\left(\left[\int \psi d p\right](x), x\right) & =\left(\left[\int(\phi-\psi) d p\right](x), x\right) \\
& =\left(\left[\int(\phi-\psi) d p\right]\left(p_{E}(x)\right), x\right) \\
& =\left(\left[\int(\phi-\psi) d p\right]\left[\int \chi_{E} d p\right](x), x\right) \\
& =\left(\left[\int(\phi-\psi) \chi_{E} d p\right](x), x\right) \\
& =\int(\phi-\psi) \chi_{E} d \mu_{x} \\
& \geq \int \delta \chi_{E} d \mu_{x} \\
& =\delta \int \chi_{E} d \mu_{x} \\
& =\delta\left(p_{E}(x), x\right) \\
& =\delta(x, x) \\
& >0
\end{aligned}
$$

proving that $\int \phi d p \neq \int \psi d p$, which gives part 4.
To see part 5 , let $x$ and $y$ be arbitrary vectors in $H$. Then

$$
\begin{aligned}
\left(\left[\int \phi d p\right]^{*}(x), y\right) & =\left(x,\left[\int \phi d p\right](y)\right) \\
& =\left(x,\left(\sum a_{i} p_{E_{i}}(y)\right)\right) \\
& =\sum \overline{a_{i}}\left(x, p_{E_{i}}(y)\right) \\
& =\sum \overline{a_{i}}\left(p_{E_{i}}(x), y\right) \\
& =\left(\left(\sum \overline{a_{i}} p_{E_{i}}\right)(x), y\right) \\
& =\left(\left[\int \bar{\phi} d p\right](x), y\right)
\end{aligned}
$$

Parts 6, 7, and 8 now follow from parts 4 and 5 , and we leave the details to the exercises.

EXERCISE 9.8. Prove parts $2,6,7$, and 8 of Theorem 9.5.

THEOREM 9.6. Let $p$ be an H-projection-valued measure on a Borel space $(S, \mathcal{B})$. Then the map $\phi \rightarrow L(\phi)=\int \phi d p$, of the space $X$ of all $\mathcal{B}$-measurable simple functions on $S$ into $B(H)$, extends uniquely to a map (also called $L$ ) of $L^{\infty}(p)$ into $B(H)$ that satisfies:
(1) $L$ is linear.
(2) $L$ is multiplicative; i.e., $L(f g)=L(f) L(g)$ for all $f, g \in L^{\infty}(p)$.
(3) $\|L(f)\|=\|f\|_{\infty}$ for all $f \in L^{\infty}(p)$.

EXERCISE 9.9. (a) Prove Theorem 9.6.
(b) If $M$ denotes the subspace of $L^{\infty}(p)$ consisting of the functions $f$ for which $f=0$ a.e. $p$, show that the map $L$ of Theorem 9.6 induces an isometric isomorphism of the Banach algebra $L^{\infty}(p) / M$. See part e of Exercise 9.1.

DEFINITION. If $f \in L^{\infty}(p)$, for $p$ an $H$-projection-valued measure on $(S, \mathcal{B})$, we denote the bounded operator that is the image of $f$ under the isometry $L$ of the preceding theorem by $\int f d p$ or $\int f(s) d p(s)$, and we call it the integral of $f$ with respect to the projection-valued measure $p$.

EXERCISE 9.10. Verify the following properties of the integral with respect to a projection-valued measure $p$.
(a) Suppose $f \in L^{\infty}(p)$ and $x, y \in H$. Then the matrix coefficient ([ $\left.\left.\int f d p\right](x), y\right)$ is given by

$$
\left(\left[\int f d p\right](x), y\right)=\int f d \mu_{x, y}
$$

where $\mu_{x, y}$ is the complex measure defined in part c of Exercise 9.2.
(b) $\left[\int f d p\right]^{*}=\int \bar{f} d p$, whence $\int f d p$ is selfadjoint if and only if $f$ is real-valued a.e.p.
(c) $\int f d p$ is a unitary operator if and only if $|f|=1$ a.e.p.
(d) $\int f d p$ is a positive operator if and only if $f$ is nonnegative a.e.p.
(e) We say that an element $f$ in $L^{\infty}(p)$ is essentially bounded away from 0 if and only if there exists a $\delta>0$ such that

$$
p_{f^{-1}\left(B_{\delta}(0)\right)}=0
$$

Show that $\int f d p$ is invertible in $B(H)$ if and only if $f$ is essentially bounded away from zero. HINT: If $f$ is not essentially bounded away
from 0 , let $\left\{x_{n}\right\}$ be a sequence of unit vectors for which $x_{n}$ belongs to the range of the projection $p_{f^{-1}\left(B_{1 / n}(0)\right)}$. Show that

$$
\left\|\left[\int f d p\right]\left(x_{n}\right)\right\| \leq 1 / n
$$

so that no inverse of $\int f d p$ could be bounded.
EXERCISE 9.11. Let $p$ be a projection-valued measure on the Borel space $(S, \mathcal{B})$.
(a) Suppose there exists a point $s \in S$ for which $p_{\{s\}} \neq 0$. Show that, for each $f \in L^{\infty}(p)$, the operator $\int f d p$ has an eigenvector belonging to the eigenvalue $\lambda=f(s)$. Indeed, any nonzero vector in the range of $p_{\{s\}}$ will suffice.
(b) Let $f$ be an element of $L^{\infty}(p)$, let $\lambda_{0}$ be a complex number, let $\epsilon>0$ be given, and write $B_{\epsilon}\left(\lambda_{0}\right)$ for the open ball of radius $\epsilon$ around $\lambda_{0}$. Define $E=f^{-1}\left(B_{\epsilon}\left(\lambda_{0}\right)\right)$, and let $x$ be a vector in $H$. Prove that $x$ belongs to the range of $p_{E}$ if and only if

$$
\lim _{n \rightarrow \infty} \frac{1}{\epsilon^{n}}\left\|\left(\int f d p-\lambda_{0} I\right)^{n}(x)\right\|=0
$$

If $x$ is in the range of $p_{E}$, show that

$$
\left(\left|\lambda_{0}\right|-\epsilon\right)\|x\| \leq\left\|\left[\int f d p\right](x)\right\| \leq\left(\left|\lambda_{0}\right|+\epsilon\right)\|x\|
$$

More particularly, suppose $f$ is real-valued, that $0<a<b \leq \infty$, and let $E=f^{-1}(a, b)$. If $x$ is in the range of $p_{E}$, show that

$$
a\|x\| \leq\left\|\left[\int f d p\right](x)\right\| \leq b\|x\|
$$

(c) Suppose $f \in L^{\infty}(p)$ is such that the operator $T=\int f d p$ has an eigenvector with eigenvalue $\lambda$. Define $E=f^{-1}(\{\lambda\})$. Prove that $p_{E} \neq 0$, and show further that $x \in H$ is an eigenvector for $T$ belonging to the eigenvalue $\lambda$ if and only if $x$ belongs to the range of $p_{E}$.
EXERCISE 9.12. Let $E \rightarrow p_{E}$ be the canonical projection-valued measure on $L^{2}(\mu)$. Verify that $\int f d p$ is the multiplication operator $m_{f}$ for every $f \in L^{\infty}(p)$. HINT: Do this first for characteristic functions $\chi_{E}$.

EXERCISE 9.13. (Change of Variables) Let $(S, \mathcal{B})$ and $\left(S^{\prime}, \mathcal{B}^{\prime}\right)$ be two Borel spaces, and let $h$ be a Borel map from $S$ into $S^{\prime}$; i.e., $h$ maps $S$ into
$S^{\prime}$ and $h^{-1}\left(E^{\prime}\right) \in \mathcal{B}$ whenever $E^{\prime} \in \mathcal{B}^{\prime}$. Suppose $p$ is a projection-valued measure on $(S, \mathcal{B})$, and as in part c of Exercise 9.3 define a projectionvalued measure $q=h_{*}(p)$ on $\left(S^{\prime}, \mathcal{B}^{\prime}\right)$ by

$$
q_{E}=p_{h^{-1}(E)} .
$$

If $f$ is any bounded $\mathcal{B}^{\prime}$-measurable function on $S^{\prime}$, show that

$$
\int f d q=\int(f \circ h) d p
$$

HINT: Check this equality for characteristic functions, then simple functions, and finally bounded functions.

THEOREM 9.7. (A "Riesz" Representation Theorem) Let $\Delta$ be a second countable compact Hausdorff space, let $H$ be a separable Hilbert space, and let $T$ be a linear transformation from the complex normed linear space $C(\Delta)$ of all continuous complex-valued functions on $\Delta$ into $B(H)$. Assume that $T$ satisfies
(1) $T(f g)=T(f) \circ T(g)$ for all $f, g \in C(\Delta)$.
(2) $T(\bar{f})=[T(f)]^{*}$ for all $f \in C(\Delta)$.
(3) $T(1)=I$, where 1 denotes the identically 1 function and $I$ denotes the identity operator on $H$.
Then there exists a unique projection-valued measure $E \rightarrow p_{E}$ from the $\sigma$-algebra $\mathcal{B}$ of Borel subsets of $\Delta$ such that

$$
T(f)=\int f d p
$$

for every $f \in C(\Delta)$.
PROOF. Note first that assumptions 1 and 2 imply that $T(f)$ is a positive operator if $f \geq 0$. Consequently, since $|f(s)|^{2} \leq\|f\|_{\infty}^{2}$, we have that $\|f\|_{\infty}^{2} I-T(\bar{f}) \circ T(f)$ is a positive operator. Hence,

$$
\|f\|_{\infty}^{2}\|x\|^{2} \geq([T(\bar{f}) \circ T(f)](x), x)=\|[T(f)](x)\|^{2}
$$

showing that $\|T(f)\| \leq\|f\|_{\infty}$ for all $f \in C(\Delta)$. That is, $T$ is a bounded linear transformation of norm $\leq 1$.
Next, for each pair $(x, y)$ of vectors in $H$, define $\phi_{x, y}$ on $C(\Delta)$ by

$$
\phi_{x, y}(f)=(T(f)(x), y)
$$

Then $\phi_{x, y}$ is a bounded linear functional on $C(\Delta)$, and we write $\nu_{x, y}$ for the unique finite complex Borel measure on $\Delta$ for which

$$
\phi_{x, y}(f)=\int f d \nu_{x, y}
$$

for all $f \in C(\Delta)$. See Theorem 1.5 and Exercise 1.12. We see immediately that
(1) The linear functional $\phi_{x, x}$ is a positive linear functional, whence the measure $\nu_{x, x}$ is a positive measure.
(2) For each fixed $y \in H$, the map $x \rightarrow \nu_{x, y}$ is a linear transformation of $H$ into the vector space $M(\Delta)$ of all finite complex Borel measures on $\Delta$.
(3) $\nu_{x, y}=\overline{\nu_{y, x}}$ for all $x, y \in H$.
(4) $\left\|\nu_{x, y}\right\|=\left\|\phi_{x, y}\right\| \leq\|x\|\|y\|$.

For each bounded, real-valued, Borel function $h$ on $\Delta$, consider the map $L_{h}: H \times H \rightarrow \mathbb{C}$ given by

$$
L_{h}(x, y)=\int h d \nu_{x, y}
$$

It follows from the results above that for each fixed $y \in H$ the map $x \rightarrow L_{h}(x, y)$ is linear. Also,

$$
\begin{aligned}
L_{h}(y, x) & =\int h d \nu_{y, x} \\
& =\int h d \overline{\bar{\nu}}_{y, x} \\
& =\overline{\int \bar{h} d \bar{\nu}_{y, x}} \\
& =\overline{\int h d \nu_{x, y}} \\
& =\overline{L_{h}(x, y)}
\end{aligned}
$$

for all $x, y \in H$. Furthermore, using Exercise 5.12 we have that

$$
\begin{aligned}
\left|L_{h}(x, y)\right| & =\left|\int h d \nu_{x, y}\right| \\
& \leq\|h\|_{\infty}\left\|\nu_{x, y}\right\| \\
& \leq\|h\|_{\infty}\|x\|\|y\|
\end{aligned}
$$

Now, using Theorem 8.5, let $T(h)$ be the unique bounded operator on $H$ for which

$$
L_{h}(x, y)=(T(h)(x), y)
$$

for all $x, y \in H$. Note that since the measures $\nu_{x, x}$ are positive measures, it follows that the matrix coefficients

$$
(T(h)(x), x)=L_{h}(x, x)=\int h d \nu_{x, x}
$$

are all real, implying that the operator $T(h)$ is selfadjoint.
If $E$ is a Borel subset of $\Delta$, set $p_{E}=T\left(\chi_{E}\right)$. We will eventually see that the assignment $E \rightarrow p_{E}$ is a projection-valued measure on $(\Delta, \mathcal{B})$.
Fix $g \in C(\Delta)$ and $x, y \in H$. Note that the two bounded linear functionals

$$
f \rightarrow \int f g d \nu_{x, y}=\phi_{x, y}(f g)=(T(f g)(x), y)
$$

and

$$
f \rightarrow \int f d \nu_{T(g)(x), y}=\phi_{T(g)(x), y}(f)=(T(f)(T(g)(x)), y)
$$

agree on $C(\Delta)$. Since they are both represented by integrals (Theorem 1.5), it follows that

$$
\int h g d \nu_{x, y}=\int h d \nu_{T(g)(x), y}
$$

for every bounded Borel function $h$. Now, for each fixed bounded, realvalued, Borel function $h$ and each pair $x, y \in H$, the two bounded linear functionals

$$
g \rightarrow \int g h d \nu_{x, y}=\int h g d \nu_{x, y}
$$

and

$$
\begin{aligned}
g \rightarrow \int h d \nu_{T(g)(x), y} & =(T(h)(T(g)(x)), y) \\
& =(T(g)(x), T(h)(y)) \\
& =\int g d \nu_{x, T(h)(y)}
\end{aligned}
$$

agree on $C(\Delta)$. Again, since both functionals can be represented as integrals, it follows that

$$
\int h k d \nu_{x, y}=\int k d \nu_{x, T(h)(y)}
$$

for all bounded, real-valued, Borel functions $h$ and $k$. Therefore,

$$
\begin{aligned}
(T(h k)(x), y) & =L_{h k}(x, y) \\
& =\int h k d \nu_{x, y} \\
& =\int k d \nu_{x, T(h)(y)} \\
& =L_{k}(x, T(h)(y)) \\
& =(T(k)(x), T(h)(y)) \\
& =(T(h)(T(k)(x)), y),
\end{aligned}
$$

showing that $T(h k)=T(h) T(k)$ for all bounded, real-valued, Borel functions $h$ and $k$.
We see directly from the preceding calculation that each $p_{E}=T\left(\chi_{E}\right)$ is a projection. Clearly $p_{\Delta}=T(1)=I$ and $p_{\emptyset}=T(0)=0$, so that to see that $E \rightarrow p_{E}$ is a projection-valued measure we must only check the countable additivity condition. Thus, let $\left\{E_{n}\right\}$ be a sequence of pairwise disjoint Borel subsets of $\Delta$, and write $E=\cup E_{n}$. For any vectors $x, y \in H$, we have

$$
\begin{aligned}
\left(p_{E}(x), y\right) & =\left(T\left(\chi_{E}\right)(x), y\right) \\
& =L_{\chi_{E}}(x, y) \\
& =\int \chi_{E} d \nu_{x, y} \\
& =\nu_{x, y}(E) \\
& =\sum \nu_{x, y}\left(E_{n}\right) \\
& =\sum\left(p_{E_{n}}(x), y\right) \\
& =\left(\left[\sum p_{E_{n}}\right](x), y\right)
\end{aligned}
$$

as desired.
Finally, let us show that $T(f)=\int f d p$ for every $f \in C(\Delta)$. Note that, for vectors $x, y \in H$, we have that the measure $\nu_{x, y}$ agrees with the measure $\mu_{x, y}$, where $\mu_{x, y}$ is the measure defined in part c of Exercise 9.2 by

$$
\mu_{x, y}(E)=\left(p_{E}(x), y\right)
$$

We then have

$$
\begin{aligned}
(T(f)(x), y) & =\phi_{x, y}(f) \\
& =\int f d \nu_{x, y} \\
& =\int f d \mu_{x, y} \\
& =\left(\left[\int f d p\right](x), y\right)
\end{aligned}
$$

by part a of Exercise 9.10. This shows the desired equality of $T(f)$ and $\int f d p$.
The uniqueness of the projection-valued measure $p$, satisfying $T(f)=$ $\int f d p$ for all $f \in C(\Delta)$, follows from part d of Exercise 9.2 and part a of Exercise 9.10.

We close this chapter by attempting to extend the definition of integral with respect to a projection-valued measure to unbounded measurable functions. For simplicity, we will restrict our attention to real-valued functions.

DEFINITION. Let $p$ be an $H$-projection-valued measure on the Borel space $(S, \mathcal{B})$, and let $f$ be a real-valued, $\mathcal{B}$-measurable function on $S$. For each integer $n$, define $E_{n}=f^{-1}(-n, n)$, and write $T_{n}$ for the bounded selfadjoint operator on $H$ given by $T_{n}=\int f \chi_{E_{n}} d p$. We define $D(f)$ to be the set of all $x \in H$ for which $\lim _{n} T_{n}(x)$ exists, and we define $T_{f}: D(f) \rightarrow H$ by $T_{f}(x)=\lim T_{n}(x)$.
EXERCISE 9.14. Using the notation of the preceding definition, show that
(a) If $x$ is in the range of $p_{E_{n}}$, then $x \in D(f)$, and $T_{f}(x)=T_{n}(x)$.
(b) $x \in D(f)$ if and only if the sequence $\left\{T_{n}(x)\right\}$ is bounded. HINT: $x=p_{E_{n}}(x)+p_{\tilde{E_{n}}}(x)$. Show further that the sequence $\left\{\left\|T_{n}(x)\right\|\right\}$ is nondecreasing.
(c) $D(f)$ is a subspace of $H$ and $T_{f}$ is a linear transformation of $D(f)$ into $H$.

THEOREM 9.8. Let the notation be as in the preceding definition.
(1) $D(f)$ is a dense subspace of $H$.
(2) $T_{f}$ is symmetric on $D(f)$; i.e.,

$$
\left(T_{f}(x), y\right)=\left(x, T_{f}(y)\right)
$$

for all $x, y \in D(f)$.
(3) The graph of $T_{f}$ is a closed subspace in $H \times H$.
(4) The following are equivalent: i) $D(f)=H$; ii) $T_{f}$ is continuous from $D(f)$ into $H$; iii) $f \in L^{\infty}(p)$.
(5) The linear transformations $I \pm i T_{f}$ are both 1-1 and onto from $D(f)$ to $H$.
(6) The linear transformation $U_{f}=\left(I-i T_{f}\right)\left(I+i T_{f}\right)^{-1}$ is 1-1 and onto from $H$ to $H$ and is in fact a unitary operator for which -1 is not an eigenvalue. (This operator $U_{f}$ is called the Cayley transform of $T_{f}$.)
(7) The range of $I+U_{f}$ equals $D(f)$, and

$$
T_{f}=-i\left(I-U_{f}\right)\left(I+U_{f}\right)^{-1}
$$

PROOF. That $D(f)$ is dense in $H$ follows from part a of Exercise 9.14 and part c of Exercise 9.1.
Each operator $T_{n}$ is selfadjoint. So, if $x, y \in D(f)$, then

$$
\left(T_{f}(x), y\right)=\lim \left(T_{n}(x), y\right)=\lim \left(x, T_{n}(y)\right)=\left(x, T_{f}(y)\right)
$$

showing that $T_{f}$ is symmetric on its domain $D(f)$.
The graph of $T_{f}$, like the graph of any linear transformation of $H$ into itself, is clearly a subspace of $H \times H$. To see that the graph of $T_{f}$ is closed, let $(x, y)$ be in the closure of the graph, i.e., $x=\lim x_{j}$ and $y=\lim T_{f}\left(x_{j}\right)$, where each $x_{j} \in D(f)$. We must show that $x \in D(f)$ and then that $y=T_{f}(x)$. Now the sequence $\left\{T_{f}\left(x_{j}\right)\right\}$ is bounded in norm, and for each $n$ we have from the preceding exercise that $\left\|T_{n}\left(x_{j}\right)\right\| \leq$ $\left\|T_{f}\left(x_{j}\right)\right\|$. Hence, there exists a constant $M$ such that $\left\|T_{n}\left(x_{j}\right)\right\| \leq M$ for all $n$ and $j$. Writing $T_{n}(x)=T_{n}\left(x-x_{j}\right)+T_{n}\left(x_{j}\right)$, we have that

$$
\left\|T_{n}(x)\right\| \leq \lim _{j}\left\|T_{n}\left(x-x_{j}\right)\right\|+M=M
$$

for all $n$, whence $x \in D(f)$ by Exercise 9.14. Now, for any $z \in D(f)$ we have

$$
\begin{aligned}
(y, z) & =\lim \left(T_{f}\left(x_{j}\right), z\right) \\
& =\lim \left(x_{j}, T_{f}(z)\right) \\
& =\left(x, T_{f}(z)\right) \\
& =\left(T_{f}(x), z\right),
\end{aligned}
$$

proving that $y=T_{f}(x)$ since $D(f)$ is dense in $H$.

We prove part 4 by showing that i) implies ii), ii) implies iii), and iii) implies i). First, if $D(f)=H$, then by the Closed Graph Theorem we have that $T_{f}$ is continuous. Next, if $f$ is not an element of $L^{\infty}(p)$, then there exists an increasing sequence $\left\{n_{k}\right\}$ of positive integers for which either

$$
p_{f^{-1}\left(n_{k}, n_{k+1}\right)} \neq 0
$$

for all $k$, or

$$
p_{f^{-1}\left(-n_{k+1},-n_{k}\right)} \neq 0
$$

for all $k$. Without loss of generality, suppose that

$$
p_{f^{-1}\left(n_{k}, n_{k+1}\right)} \neq 0
$$

for all $k$. Write $F_{k}=f^{-1}\left(n_{k}, n_{k+1}\right)$, and note that $F_{k} \subseteq E_{n_{k+1}}$. Now, for each $k$, let $x_{k}$ be a unit vector in the range of $p_{F_{k}}$. Then each $x_{k} \in D(f)$, and

$$
\begin{aligned}
\left(T_{f}\left(x_{k}\right), x_{k}\right) & =\left(T_{n_{k+1}}\left(x_{k}\right), x_{k}\right) \\
& =\left(\left(T_{n_{k+1}} \circ p_{F_{k}}\right)\left(x_{k}\right), x_{k}\right) \\
& =\int f \chi_{F_{k}} d \mu_{x_{k}} \\
& \geq n_{k}\left\|x_{k}\right\|^{2} \\
& =n_{k}
\end{aligned}
$$

proving that $\left\|T_{f}\left(x_{k}\right)\right\| \geq n_{k}$, whence $T_{f}$ is not continuous. Finally, if $f \in L^{\infty}(p)$, then clearly $T_{f}=T_{n}$ for any $n \geq\|f\|_{\infty}$, and $D(f)=H$. This proves part 4.
We show part 5 for $I+i T_{f}$. An analogous argument works for $I-i T_{f}$. Observe that, for $x \in D(f)$, we have

$$
\left\|\left(I+i T_{f}\right)(x)\right\|^{2}=\left(\left(I+i T_{f}\right)(x),\left(I+i T_{f}\right)(x)\right)=\|x\|^{2}+\left\|T_{f}(x)\right\|^{2}
$$

Therefore, $I+i T_{f}$ is norm-increasing, whence is 1-1. Now, if $\{(I+$ $\left.\left.i T_{f}\right)\left(x_{j}\right)\right\}$ is a sequence of elements in the range of $I+i T_{f}$ that converges to a point $y \in H$, then the sequence $\left\{\left(I+i T_{f}\right)\left(x_{j}\right)\right\}$ is a Cauchy sequence and therefore, since $I+i T_{f}$ is norm-increasing, the sequence $\left\{x_{j}\right\}$ is a Cauchy sequence as well. Let $x=\lim _{j} x_{j}$. It follows that $y=x+i z$, where $z=\lim _{j} T_{f}\left(x_{j}\right)$. Since the graph of $T_{f}$ is closed, we must have that $x \in D(f)$ and $z=T_{f}(x)$. Hence, $y=\left(I+i T_{f}\right)(x)$ belongs to the range of $I+i T_{f}$, showing that this range is closed. We complete the proof then of part 5 by showing that the range of $I+i T_{f}$ is dense in $H$.

Thus, if $y \in H$ is orthogonal to every element of the range of $I+i T_{f}$, then for each $n$ we have

$$
\begin{aligned}
0 & =\left(\left(I+i T_{f}\right)\left(p_{E_{n}}(y)\right), y\right) \\
& =\left(\left(I+i T_{f}\right)\left(p_{E_{n}}^{2}(y)\right), y\right) \\
& =\left(\left(I+i T_{n}\right)\left(p_{E_{n}}(y)\right), y\right) \\
& =\left(p_{E_{n}}\left(I+i T_{n}\right) p_{E_{n}}(y), y\right) \\
& =\left(\left(I+i T_{n}\right) p_{E_{n}}(y), p_{E_{n}}(y)\right) \\
& =\left\|p_{E_{n}}(y)\right\|^{2}+i\left(T_{n}\left(p_{E_{n}}(y)\right), p_{E_{n}}(y)\right) \\
& =\left\|p_{E_{n}}(y)\right\|^{2}+i\left(T_{n}(y), y\right) .
\end{aligned}
$$

But then $\left\|p_{E_{n}}(y)\right\|^{2}=-i\left(T_{n}\left(p_{E_{n}}(y)\right), p_{E_{n}}(y)\right)$, which, since $T_{n}$ is selfadjoint, can happen only if $p_{E_{n}}(y)=0$. But then $y=\lim _{n} p_{E_{n}}(y)$ must be 0 . Therefore, the range of $I+i T_{f}$ is dense, whence is all of $H$.
Next, since $I+i T_{f}$ and $I-i T_{f}$ are both 1-1 from $D(f)$ onto $H$, it follows that $U_{f}=\left(I-i T_{f}\right)\left(I+i T_{f}\right)^{-1}$ is 1-1 from $H$ onto itself. Further, writing $y \in D(f)$ as $\left(I+i T_{f}\right)^{-1}(x)$, we have

$$
\begin{aligned}
\left\|U_{f}(x)\right\|^{2} & =\left\|\left(I-i T_{f}\right)\left(\left(I+i T_{f}\right)^{-1}(x)\right)\right\|^{2} \\
& =\left\|\left(I-i T_{f}\right)(y)\right\|^{2} \\
& =\|y\|^{2}+\left\|T_{f}(y)\right\|^{2} \\
& =\left\|\left(I+i T_{f}\right)(y)\right\|^{2} \\
& =\|x\|^{2}
\end{aligned}
$$

proving that $U_{f}$ is unitary. Writing the identity operator $I$ as $(I+$ $\left.i T_{f}\right)\left(I+i T_{f}\right)^{-1}$, we have that $I+U_{f}=2\left(I+i T_{f}\right)^{-1}$, which is 1-1. Consequently, -1 is not an eigenvalue for $U_{f}$.
We leave the verification of part 7 to the exercises. This completes the proof.

DEFINITION. We call the operator $T_{f}: D(f) \rightarrow H$ of the preceding theorem the integral of $f$ with respect to $p$, and we denote it by $\int f d p$ or $\int f(s) d p(s)$. It is not in general an element of $B(H)$. Indeed, as we have seen in the preceding theorem, $\int f d p$ is in $B(H)$ if and only if $f$ is in $L^{\infty}(p)$.
EXERCISE 9.15. (a) Prove part 7 of Theorem 9.8.
(b) Suppose $(S, \mu)$ is a $\sigma$-finite measure space, that $p$ is the canonical projection-valued measure on $L^{2}(\mu)$, and that $f$ is a real-valued measurable function on $S$. Verify that $D(f)$ is the set of all $L^{2}$ functions $g$ for which $f g \in L^{2}(\mu)$, and that $\left[\int f d p\right](g)=f g$ for all $g \in D(f)$.
(c) Suppose $(S, \mathcal{B})$ and $p$ are as in the preceding theorem. Suppose $g$ is an everywhere nonzero, bounded, real-valued, measurable function on $S$, and write $T$ for the bounded operator $\int g d p$. Prove that the operator $\int(1 / g) d p$ is a left inverse for the operator $T$.
(d) Let $(S, \mathcal{B})$ and $\left(S^{\prime}, \mathcal{B}^{\prime}\right)$ be two Borel spaces, and let $h$ be a Borel map from $S$ into $S^{\prime}$. Suppose $p$ is a projection-valued measure on $(S, \mathcal{B})$, and as in part c of Exercise 9.3 define a projection-valued measure $q=h_{*}(p)$ on $\left(S^{\prime}, \mathcal{B}^{\prime}\right)$ by

$$
q_{E}=p_{h^{-1}(E)}
$$

If $f$ is any (possibly unbounded) real-valued $\mathcal{B}^{\prime}$-measurable function on $S^{\prime}$, show that

$$
\int f d q=\int(f \circ h) d p
$$

EXERCISE 9.16. Let $p$ be the projection-valued measure on the Borel $\operatorname{space}(\mathbb{R}, \mathcal{B})$ of part b of Exercise 9.3.
(a) Show that

$$
\int f d p=U^{-1} \circ m_{f} \circ U
$$

for every $f \in L^{\infty}(p)$.
(b) If $f(x)=x$, and $T_{f}=\int f d p$, show that $D(f)$ consists of all the $L^{2}$ functions $g$ for which $x[U(g)](x) \in L^{2}(\mathbb{R})$, and then show that every such $g$ is absolutely continuous and has an $L^{2}$ derivative.
(c) Conclude that the operator $\int f d p$ of part b has for its domain the set of all $L^{2}$ absolutely continuous functions having $L^{2}$ derivatives, and that $\left[\int f d p\right](g)=(1 / 2 \pi i) g^{\prime}$.

## CHAPTER X

## THE SPECTRAL THEOREM OF GELFAND

DEFINITION A Banach algebra is a complex Banach space $A$ on which there is defined an associative multiplication $\times$ for which:
(1) $x \times(y+z)=x \times y+x \times z$ and $(y+z) \times x=y \times x+z \times x$ for all $x, y, z \in A$.
(2) $x \times(\lambda y)=\lambda x \times y=(\lambda x) \times y$ for all $x, y \in A$ and $\lambda \in \mathbb{C}$.
(3) $\|x \times y\| \leq\|x\|\|y\|$ for all $x, y \in A$.

We call the Banach algebra commutative if the multiplication in $A$ is commutative.
An involution on a Banach algebra $A$ is a map $x \rightarrow x^{*}$ of $A$ into itself that satisfies the following conditions for all $x, y \in A$ and $\lambda \in \mathbb{C}$.
(1) $(x+y)^{*}=x^{*}+y^{*}$.
(2) $(\lambda x)^{*}=\bar{\lambda} x^{*}$.
(3) $\left(x^{*}\right)^{*}=x$.
(4) $(x \times y)^{*}=y^{*} \times x^{*}$.
(5) $\left\|x^{*}\right\|=\|x\|$.

We call $x^{*}$ the adjoint of $x$. A subset $S \subseteq A$ is called selfadjoint if $x \in S$ implies that $x^{*} \in S$.
A Banach algebra $A$ on which there is defined an involution is called a Banach *-algebra.
An element of a Banach *-algebra is called selfadjoint if $x^{*}=x$. If a Banach *-algebra $A$ has an identity $I$, then an element $x \in A$, for which $x \times x^{*}=x^{*} \times x=I$, is called a unitary element of $A$. A selfadjoint element $x$, for which $x^{2}=x$, is called a projection in $A$. An element $x$ that commutes with its adjoint $x^{*}$ is called a normal element of $A$.
A Banach algebra $A$ is a $C^{*}$-algebra if it is a Banach ${ }^{*}$-algebra, and if the equation

$$
\left\|x \times x^{*}\right\|=\|x\|^{2}
$$

holds for all $x \in A$. A sub $C^{*}$-algebra of a $C^{*}$-algebra $A$ is a subalgebra $B$ of $A$ that is a closed subset of the Banach space $A$ and is also closed under the adjoint operation.

REMARK. We ordinarily write $x y$ instead of $x \times y$ for the multiplication in a Banach algebra. It should be clear that the axioms for a Banach algebra are inspired by the properties of the space $B(H)$ of bounded linear operators on a Hilbert space $H$.

EXERCISE 10.1. (a) Let $A$ be the set of all $n \times n$ complex matrices,
and for $M=\left[a_{i j}\right] \in A$ define

$$
\|M\|=\sqrt{\sum_{i=1}^{n} \sum_{j=1}^{n}\left|a_{i j}\right|^{2}}
$$

Prove that $A$ is a Banach algebra with identity $I$. Verify that $A$ is a Banach $*$-algebra if $M^{*}$ is defined to be the complex conjugate of the transpose of $M$. Give an example to show that $A$ is not a $C^{*}$-algebra.
(b) Suppose $H$ is a Hilbert space. Verify that $B(H)$ is a $C^{*}$-algebra. Using as $H$ the Hilbert space $\mathbb{C}^{2}$, give an example of an element $x \in$ $B(H)$ for which $\left\|x^{2}\right\| \neq\|x\|^{2}$. Observe that this example is not the same as that in part a. (The norms are different.)
(c) Verify that $L^{1}(\mathbb{R})$ is a Banach algebra, where multiplication is defined to be convolution. Show further that, if $f^{*}(x)$ is defined to be $\overline{f(-x)}$, then $L^{1}(\mathbb{R})$ is a Banach *-algebra. Give an example to show that $L^{1}(\mathbb{R})$ is not a $C^{*}$-algebra.
(d) Verify that $C_{0}(\Delta)$ is a Banach algebra, where $\Delta$ is a locally compact Hausdorff space, the algebraic operations are pointwise, and the norm on $C_{0}(\Delta)$ is the supremum norm. Show further that $C_{0}(\Delta)$ is a $C^{*}$ algebra, if we define $f^{*}$ to be $\bar{f}$. Show that $C_{0}(\Delta)$ has an identity if and only if $\Delta$ is compact.
(e) Let $A$ be an arbitrary Banach algebra. Prove that the map $(x, y) \rightarrow$ $x y$ is continuous from $A \times A$ into $A$.
(f) Let $A$ be a Banach algebra. Suppose $x \in A$ satisfies $\|x\|<1$. Prove that $0=\lim _{n} x^{n}$.
(g) Let $M$ be a closed subspace of a Banach algebra $A$, and assume that $M$ is a two-sided ideal in (the ring) $A$; i.e., $x y \in M$ and $y x \in M$ if $x \in A$ and $y \in M$. Prove that the Banach space $A / M$ is a Banach algebra and that the natural map $\pi: A \rightarrow A / M$ is a continuous homomorphism of the Banach algebra $A$ onto the Banach algebra $A / M$.
(h) Let $A$ be a Banach algebra with identity $I$ and let $x$ be an element of $A$. Show that the smallest subalgebra $B$ of $A$ that contains $x$ coincides with the set of all polynomials in $x$, i.e., the set of all elements $y$ of the form $y=\sum_{j=0}^{n} a_{j} x^{j}$, where each $a_{j}$ is a complex number and $x^{0}=I$. We denote this subalgebra by $[x]$ and call it the subalgebra of $A$ generated by $x$.
(i) Let $A$ be a Banach *-algebra. Show that each element $x \in A$ can be written uniquely as $x=x_{1}+i x_{2}$, where $x_{1}$ and $x_{2}$ are selfadjoint. Show further that if $A$ contains an identity $I$, then $I^{*}=I$. If $A$ is a $C^{*}$-algebra with identity, and if $U$ is a unitary element in $A$, show that $\|U\|=1$.
(j) Let $x$ be a selfadjoint element of a $C^{*}$-algebra $A$. Prove that $\left\|x^{n}\right\|=$ $\|x\|^{n}$ for all nonnegative integers $n$. HINT: Do this first for $n=2^{k}$.
EXERCISE 10.2. (Adjoining an Identity) Let $A$ be a Banach algebra, and let $B$ be the complex vector space $A \times \mathbb{C}$. Define a multiplication on $B$ by

$$
(x, \lambda) \times\left(x^{\prime}, \lambda^{\prime}\right)=\left(x x^{\prime}+\lambda x^{\prime}+\lambda^{\prime} x, \lambda \lambda^{\prime}\right),
$$

and set $\|(x, \lambda)\|=\|x\|+|\lambda|$.
(a) Prove that $B$ is a Banach algebra with identity.
(b) Show that the map $x \rightarrow(x, 0)$ is an isometric isomorphism of the Banach algebra $A$ onto an ideal $M$ of $B$. Show that $M$ is of codimension 1 ; i.e., the dimension of $B / M$ is 1 . (This map $x \rightarrow(x, 0)$ is called the canonical isomorphism of $A$ into $B$.)
(c) Conclude that every Banach algebra is isometrically isomorphic to an ideal of codimension 1 in a Banach algebra with identity.
(d) Suppose $A$ is a Banach algebra with identity, and let $B$ be the Banach algebra $A \times \mathbb{C}$ constructed above. What is the relationship, if any, between the identity in $A$ and the identity in $B$ ?
(e) If $A$ is a Banach *-algebra, can $A$ be imbedded isometrically and isomorphically as an ideal of codimension 1 in a Banach $*$-algebra?
THEOREM 10.1. Let $x$ be an element of a Banach algebra $A$ with identity $I$, and suppose that $\|x\|=\alpha<1$. Then the element $I-x$ is invertible in $A$ and

$$
(I-x)^{-1}=\sum_{n=0}^{\infty} x^{n}
$$

PROOF. The sequence of partial sums of the infinite series $\sum_{n=0}^{\infty} x^{n}$ forms a Cauchy sequence in $A$, for

$$
\begin{aligned}
\left\|\sum_{n=0}^{j} x^{n}-\sum_{n=0}^{k} x^{n}\right\| & =\left\|\sum_{n=k+1}^{j} x^{n}\right\| \\
& \leq \sum_{n=k+1}^{j}\left\|x^{n}\right\| \\
& \leq \sum_{n=k+1}^{j}\|x\|^{n} \\
& =\sum_{n=k+1}^{j} \alpha^{n}
\end{aligned}
$$

We write

$$
y=\sum_{n=0}^{\infty} x^{n}=\lim _{j} \sum_{n=0}^{j} x^{n}=\lim _{j} S_{j} .
$$

Then

$$
\begin{aligned}
(I-x) y & =\lim _{j}(I-x) S_{j} \\
& =\lim _{j}(I-x) \sum_{n=0}^{j} x^{n} \\
& =\lim _{j}\left(I-x^{j+1}\right) \\
& =I
\end{aligned}
$$

by part f of Exercise 10.1, showing that $y$ is a right inverse for $I-x$. That $y$ also is a left inverse follows similarly, whence $y=(I-x)^{-1}$, as desired.
EXERCISE 10.3. Let $A$ be a Banach algebra with identity $I$.
(a) If $x \in A$ satisfies $\|x\|<1$, show that $I+x$ is invertible in $A$.
(b) Suppose $y \in A$ is invertible, and set $\delta=1 /\left\|y^{-1}\right\|$. Prove that $x$ is invertible in $A$ if $\|x-y\|<\delta$. HINT: Write $x=y\left(I+y^{-1}(x-y)\right)$.
(c) Conclude that the set of invertible elements in $A$ is a nonempty, proper, open subset of $A$.
(d) Prove that the map $x \rightarrow x^{-1}$ is continuous on its domain. HINT: $y^{-1}-x^{-1}=y^{-1}(x-y) x^{-1}$.
(e) Let $x$ be an element of $A$. Show that the infinite series

$$
\sum_{n=0}^{\infty} x^{n} / n!
$$

converges to an element of $A$. Define

$$
e^{x}=\sum_{n=0}^{\infty} x^{n} / n!
$$

Show that

$$
e^{x+y}=e^{x} e^{y}
$$

if $x y=y x$. Compare with part c of Exercise 8.13.
(f) Suppose in addition that $A$ is a Banach ${ }^{*}$-algebra and that $x$ is a selfadjoint element of $A$. Prove that $e^{i x}$ is a unitary element of $A$. Compare with part d of Exercise 8.13.

THEOREM 10.2. (Mazur's Theorem) Let $A$ be a Banach algebra with identity $I$, and assume further that $A$ is a division ring, i.e., that every nonzero element of $A$ has a multiplicative inverse. Then $A$ consists of the complex multiples $\lambda I$ of the identity $I$, and the map $\lambda \rightarrow \lambda I$ is a topological isomorphism of $\mathbb{C}$ onto $A$.

PROOF. Assume false, and let $x$ be an element of $A$ that is not a complex multiple of $I$. This means that each element $x_{\lambda}=x-\lambda I$ has an inverse.
Let $f$ be an arbitrary element of the conjugate space $A^{*}$ of $A$, and define a function $F$ of a complex variable $\lambda$ by

$$
F(\lambda)=f\left(x_{\lambda}^{-1}\right)=f\left((x-\lambda I)^{-1}\right) .
$$

We claim first that $F$ is an entire function of $\lambda$. Thus, let $\lambda$ be fixed. We use the factorization formula

$$
y^{-1}-z^{-1}=y^{-1}(z-y) z^{-1}
$$

We have

$$
\begin{aligned}
F(\lambda+h)-F(\lambda) & =f\left(x_{\lambda+h}^{-1}\right)-f\left(x_{\lambda}^{-1}\right) \\
& =f\left(x_{\lambda+h}^{-1}\left(x_{\lambda}-x_{\lambda+h}\right) x_{\lambda}^{-1}\right) \\
& =h f\left(x_{\lambda+h}^{-1} x_{\lambda}^{-1}\right)
\end{aligned}
$$

So,

$$
\lim _{h \rightarrow 0} \frac{F(\lambda+h)-F(\lambda)}{h}=f\left(x_{\lambda}^{-2}\right),
$$

and $F$ is differentiable everywhere. See part d of Exercise 10.3.
Next, observe that

$$
\begin{aligned}
\lim _{\lambda \rightarrow \infty} F(\lambda) & =\lim _{\lambda \rightarrow \infty} f\left((x-\lambda I)^{-1}\right) \\
& =\lim _{\lambda \rightarrow \infty}(1 / \lambda) f\left(((x / \lambda)-I)^{-1}\right) \\
& =0
\end{aligned}
$$

Therefore, $F$ is a bounded entire function, and so by Liouville's Theorem, $F(\lambda)=0$ identically. Consequently, $f\left(x_{0}^{-1}\right)=f\left(x^{-1}\right)=0$ for all $f \in A^{*}$. But this would imply that $x^{-1}=0$, which is a contradiction.

We introduce next a dual object for Banach algebras that is analogous to the conjugate space of a Banach space.

DEFINITION. Let $A$ be a Banach algebra. By the structure space of $A$ we mean the set $\Delta$ of all nonzero continuous algebra homomorphisms (linear and multiplicative) $\phi: A \rightarrow \mathbb{C}$. The structure space is a (possibly empty) subset of the conjugate space $A^{*}$, and we think of $\Delta$ as being equipped with the inherited weak* topology.

THEOREM 10.3. Let $A$ be a Banach algebra, and let $\Delta$ denote its structure space. Then $\Delta$ is locally compact and Hausdorff. Further, if A is a separable Banach algebra, then $\Delta$ is second countable and metrizable. If $A$ contains an identity $I$, then $\Delta$ is compact.

PROOF. $\Delta$ is clearly a Hausdorff space since the weak* topology on $A^{*}$ is Hausdorff.
Observe next that if $\phi \in \Delta$, then $\|\phi\| \leq 1$. Indeed, for any $x \in A$, we have

$$
|\phi(x)|=\left|\phi\left(x^{n}\right)\right|^{1 / n} \leq\|\phi\|^{1 / n}\|x\| \rightarrow\|x\|
$$

implying that $\|\phi\| \leq 1$, as claimed. It follows then that $\Delta$ is contained in the closed unit ball $\overline{B_{1}}$ of $A^{*}$. Since the ball $\overline{B_{1}}$ in $A^{*}$ is by Alaoglu's Theorem compact in the weak* topology, we could show that $\Delta$ is compact by verifying that it is closed in $\overline{B_{1}}$. This we can do if $A$ contains an identity $I$. Thus, let $\left\{\phi_{\alpha}\right\}$ be a net of elements of $\Delta$ that converges in the weak ${ }^{*}$ topology to an element $\phi \in \overline{B_{1}}$. Since this convergence is pointwise convergence on $A$, it follows that $\phi(x y)=\phi(x) \phi(y)$, for all $x, y \in A$, whence $\phi$ is a homomorphism of the algebra $A$ into $\mathbb{C}$. Also, since every nonzero homomorphism of $A$ must map $I$ to 1 , it follows that $\phi(I)=1$, whence $\phi$ is not the 0 homomorphism. Hence, $\phi \in \Delta$, as desired.
We leave the proof that $\Delta$ is always locally compact to the exercises. Of course, if $A$ is separable, then the weak* topology on $\overline{B_{1}}$ is compact and metrizable, so that $\Delta$ is second countable and metrizable in this case, as desired.

EXERCISE 10.4. Let $A$ be a Banach algebra.
(a) Suppose that the elements of the structure space $\Delta$ of $A$ separate the points of $A$. Prove that $A$ is commutative.
(b) Suppose $A$ is the algebra of all $n \times n$ complex matrices as defined in part a of Exercise 10.1. Prove that the structure space $\Delta$ of $A$ is the empty set if $n>1$.
(c) If $A$ has no identity, show that $\Delta$ is locally compact. HINT: Show that the closure of $\Delta$ in $\overline{B_{1}}$ is contained in the union of $\Delta$ and $\{0\}$, whence $\Delta$ is an open subset of a compact Hausdorff space.
(d) Let $B$ be the Banach algebra with identity constructed from $A$ as in Exercise 10.2, and identify $A$ with its canonical isomorphic image in $B$. Prove that every element $\phi$ in the structure space $\Delta_{A}$ of $A$ has a unique extension to an element $\phi^{\prime}$ in the structure space $\Delta_{B}$ of $B$. Show that there exists a unique element $\phi_{0} \in \Delta_{B}$ whose restriction to $A$ is identically 0 . Show further that the above map $\phi \rightarrow \phi^{\prime}$ is a homeomorphism of $\Delta_{A}$ onto $\Delta_{B}-\left\{\phi_{0}\right\}$.
DEFINITION. Let $A$ be a Banach algebra and let $\Delta$ be its structure space. For each $x \in A$, define a function $\hat{x}$ on $\Delta$ by

$$
\hat{x}(\phi)=\phi(x) .
$$

The map $x \rightarrow \hat{x}$ is called the Gelfand transform of $A$, and the function $\hat{x}$ is called the Gelfand transform of x .
EXERCISE 10.5. Let $A$ be the Banach algebra $L^{1}(\mathbb{R})$ of part c of Exercise 10.1, and let $\Delta$ be its structure space.
(a) If $\lambda$ is any real number, define $\phi_{\lambda}: A \rightarrow \mathbb{C}$ by

$$
\phi_{\lambda}(f)=\int f(x) e^{-2 \pi i \lambda x} d x
$$

Show that $\phi_{\lambda}$ is an element of $\Delta$.
(b) Let $\phi$ be an element of $\Delta$, and let $h$ be the $L^{\infty}$ function satisfying

$$
\phi(f)=\int f(x) \overline{h(x)} d x
$$

Prove that $h(x+y)=h(x) h(y)$ for almost all pairs $(x, y) \in \mathbb{R}^{2}$. HINT: Show that

$$
\iint f(x) g(y) \bar{h}(x+y) d y d x=\iint f(x) g(y) \overline{h(x) h(y)} d y d x
$$

for all $f, g \in L^{1}(\mathbb{R})$.
(c) Let $\phi$ and $h$ be as in part b , and let $f$ be an element of $L^{1}(\mathbb{R})$ for which $\phi(f) \neq 0$. Write $f_{x}$ for the function defined by $f_{x}(y)=f(x+y)$. Show that the map $x \rightarrow \phi\left(f_{x}\right)$ is continuous, and that

$$
h(x)=\overline{\phi\left(f_{-x}\right) / \phi(f)}
$$

for almost all $x$. Conclude that $h$ may be chosen to be a continuous function in $L^{\infty}(\mathbb{R})$, in which case $h(x+y)=h(x) h(y)$ for all $x, y \in \mathbb{R}$.
(d) Suppose $h$ is a bounded continuous map of $\mathbb{R}$ into $\mathbb{C}$, which is not identically 0 and which satisfies $h(x+y)=h(x) h(y)$ for all $x$ and $y$. Show that there exists a real number $\lambda$ such that $h(x)=e^{2 \pi i \lambda x}$ for all $x$. HINT: If $h$ is not identically 1 , show that there exists a smallest positive number $\delta$ for which $h(\delta)=1$. Show then that $h(\delta / 2)=-1$ and $h(\delta / 4)= \pm i$. Conclude that $\lambda= \pm(1 / \delta)$ depending on whether $h(\delta / 4)=i$ or $-i$.
(e) Conclude that the map $\lambda \rightarrow \phi_{\lambda}$ of part a is a homeomorphism between $\mathbb{R}$ and the structure space $\Delta$ of $L^{1}(\mathbb{R})$. HINT: To prove that the inverse map is continuous, suppose that $\left\{\lambda_{n}\right\}$ does not converge to $\lambda$. Show that there exists an $f \in L^{1}(\mathbb{R})$ such that $\int f(x) e^{-2 \pi i \lambda_{n} x} d x$ does not approach $\int f(x) e^{-2 \pi i \lambda x} d x$.
(f) Show that, using the identification of $\Delta$ with $\mathbb{R}$ in part e, that the Gelfand transform on $L^{1}(\mathbb{R})$ and the Fourier transform on $L^{1}(\mathbb{R})$ are identical. Conclude that the Gelfand transform is 1-1 on $L^{1}(\mathbb{R})$.
THEOREM 10.4. Let $A$ be a Banach algebra. Then the Gelfand transform of $A$ is a norm-decreasing homomorphism of $A$ into the Banach algebra $C(\Delta)$ of all continuous complex-valued functions on $\Delta$.

EXERCISE 10.6. (a) Prove Theorem 10.4.
(b) If $A$ is a Banach algebra without an identity, show that each function $\hat{x}$ in the range of the Gelfand transform is an element of $C_{0}(\Delta)$. HINT: The closure of $\Delta$ in $\overline{B_{1}}$ is contained in the union of $\Delta$ and $\{0\}$.

DEFINITION. Let $A$ be a Banach algebra with identity $I$, and let $x$ be an element of $A$. By the resolvent of $x$ we mean the set $\operatorname{res}_{A}(x)$ of all complex numbers $\lambda$ for which $\lambda I-x$ has an inverse in $A$. By the spectrum $\operatorname{sp}_{A}(x)$ of $x$ we mean the complement of the resolvent of $x$; i.e., $\operatorname{sp}_{A}(x)$ is the set of all $\lambda \in \mathbb{C}$ for which $\lambda I-x$ does not have an inverse in $A$. We write simply $\operatorname{res}(x)$ and $\operatorname{sp}(x)$ when it is unambiguous what the algebra $A$ is.
By the spectral radius (relative to $A$ ) of $x$ we mean the extended real number $\|x\|_{\text {sp }}$ defined by

$$
\|x\|_{\mathrm{sp}}=\sup _{\lambda \in \operatorname{sp}_{A}(x)}|\lambda|
$$

EXERCISE 10.7. Let $A$ be a Banach algebra with identity $I$, and let $x$ be an element of $A$.
(a) Show that the resolvent $\operatorname{res}_{A}(x)$ of $x$ is open in $\mathbb{C}$, whence the spectrum $\operatorname{sp}_{A}(x)$ of $x$ is closed.
(b) Show that the spectrum of $x$ is nonempty, whence the spectral radius of $x$ is nonnegative. HINT: Make an argument similar to the proof of Mazur's theorem.
(c) Show that $\|x\|_{\mathrm{sp}} \leq\|x\|$, whence the spectrum of $x$ is compact. HINT: If $\lambda \neq 0$, then $\lambda I-x=\lambda(I-(x / \lambda))$.
(d) Show that there exists a $\lambda \in \operatorname{sp}_{A}(x)$ such that $\|x\|_{\mathrm{sp}}=|\lambda|$; i.e., the spectral radius is attained.
(e) (Spectral Mapping Theorem) If $p(z)$ is any complex polynomial, show that

$$
\operatorname{sp}_{A}(p(x))=p\left(\operatorname{sp}_{A}(x)\right)
$$

i.e., $\mu \in \operatorname{sp}_{A}(p(x))$ if and only if there exists a $\lambda \in \operatorname{sp}_{A}(x)$ such that $\mu=p(\lambda)$. HINT: Factor the polynomial $p(z)-\mu$ as

$$
p(z)-\mu=c \prod_{i=1}^{n}\left(z-\lambda_{i}\right)
$$

whence

$$
p(x)-\mu I=c \prod_{i=1}^{n}\left(x-\lambda_{i} I\right)
$$

Now, the left hand side fails to have an inverse if and only if some one of the factors on the right hand side fails to have an inverse.
THEOREM 10.5. Let $A$ be a commutative Banach algebra with identity $I$, and let $x$ be an element of $A$. Then the spectrum $\operatorname{sp}_{A}(x)$ of $x$ coincides with the range of the Gelfand transform $\hat{x}$ of $x$. Consequently, we have

$$
\|x\|_{\mathrm{sp}}=\|\hat{x}\|_{\infty}
$$

PROOF. If there exists a $\phi$ in the structure space $\Delta$ of $A$ for which $\hat{x}(\phi)=\lambda$, then

$$
\phi(\lambda I-x)=\lambda-\phi(x)=\lambda-\hat{x}(\phi)=0
$$

from which it follows that $\lambda I-x$ cannot have an inverse. Hence, the range of $\hat{x}$ is contained in $\operatorname{sp}(x)$.
Conversely, let $\lambda$ be in the spectrum of $x$. Let $J$ be the set of all multiples $(\lambda I-x) y$ of $\lambda I-x$ by elements of $A$. Then $J$ is an ideal in $A$, and it is a proper ideal since $\lambda I-x$ has no inverse ( $I$ is not in $J$ ). By Zorn's Lemma, there exists a maximal proper ideal $M$ containing $J$. Now the closure of $M$ is an ideal. If this closure of $M$ is all of $A$, then there must
exist a sequence $\left\{m_{n}\right\}$ of elements of $M$ that converges to $I$. But, since the set of invertible elements in $A$ is an open set, it must be that some $m_{n}$ is invertible. But then $M$ would not be a proper ideal. Therefore, $\bar{M}$ is proper, and since $M$ is maximal it follows that $M$ is itself closed. Now $A / M$ is a Banach algebra by part g of Exercise 10.1. Also, since $M$ is maximal, we have that $A / M$ is a field. By Mazur's Theorem (Theorem 10.2), we have that $A / M$ is topologically isomorphic to the set of complex numbers. The natural map $\pi: A \rightarrow A / M$ is then a continuous nonzero homomorphism of $A$ onto $\mathbb{C}$, i.e., $\pi$ is an element of $\Delta$. Further, $\pi(\lambda I-x)=0$ since $\lambda I-x \in J \subseteq M$. Hence, $\hat{x}(\pi)=\lambda$, showing that $\lambda$ belongs to the range of $\hat{x}$.

EXERCISE 10.8. Suppose $A$ is a commutative Banach algebra with identity $I$, and let $\Delta$ be its structure space. Assume that $x$ is an element of $A$ for which the subalgebra $[x]$ generated by $x$ is dense in $A$. (See part h of Exercise 10.1.) Prove that $\hat{x}$ is a homeomorphism of $\Delta$ onto the spectrum $\operatorname{sp}_{A}(x)$ of $x$.

THEOREM 10.6. Let $A$ be a commutative $C^{*}$-algebra with identity $I$. Then, for each $x \in A$, we have $\hat{x^{*}}=\overline{\hat{x}}$.
PROOF. The theorem will follow if we show that $\hat{x}$ is real-valued if $x$ is selfadjoint. (Why?) Thus, if $x$ is selfadjoint, and if $U=e^{i x}=$ $\sum_{n=0}^{\infty}(i x)^{n} / n$ !, then we have seen in part f of Exercise 10.2 and part i of Exercise 10.1 that $U$ is unitary and that $\|U\|=\left\|U^{-1}\right\|=1$. Therefore, if $\phi$ is an element of the structure space $\Delta$ of $A$, then $|\phi(U)| \leq 1$ and $1 /|\phi(U)|=\left|\phi\left(U^{-1}\right)\right| \leq 1$, and this implies that $|\phi(U)|=1$. On the other hand,

$$
\phi(U)=\sum_{n=0}^{\infty}(i \phi(x))^{n} / n!=e^{i \phi(x)}
$$

But $\left|e^{i t}\right|=1$ if and only if $t$ is real. Hence, $\hat{x}(\phi)=\phi(x)$ is real for every $\phi \in \Delta$.

The next result is an immediate consequence of the preceding theorem.
THEOREM 10.7. If $x$ is a selfadjoint element of a commutative $C^{*}$ algebra $A$ with identity, then the spectrum $s p_{A}(x)$ of $x$ is contained in the set of real numbers.

EXERCISE 10.9. (A Formula for the Spectral Radius) Let $A$ be a Banach algebra with identity $I$, and let $x$ be an element of $A$. Write $\mathrm{sp}(x)$ for $\mathrm{sp}_{A}(x)$.
(a) If $n$ is any positive integer, show that $\mu \in \operatorname{sp}\left(x^{n}\right)$ if and only if there exists a $\lambda \in \operatorname{sp}(x)$ such that $\mu=\lambda^{n}$, whence

$$
\|x\|_{\mathrm{sp}}=\left\|x^{n}\right\|_{\mathrm{sp}}^{1 / n}
$$

Conclude that

$$
\|x\|_{\mathrm{sp}} \leq \liminf \left\|x^{n}\right\|^{1 / n}
$$

(b) If $f$ is an element of $A^{*}$, show that the function $\lambda \rightarrow f\left((\lambda I-x)^{-1}\right)$ is analytic on the (open) resolvent $\operatorname{res}(x)$ of $x$. Show that the resolvent contains all $\lambda$ for which $|\lambda|>\|x\|_{\text {sp }}$.
(c) Let $f$ be in $A^{*}$. Show that the function $F(\mu)=\mu f\left((I-\mu x)^{-1}\right)$ is analytic on the disk of radius $1 /\|x\|_{\mathrm{sp}}$ around 0 in $\mathbb{C}$. Show further that

$$
F(\mu)=\sum_{n=0}^{\infty} f\left(x^{n}\right) \mu^{n+1}
$$

on the disk of radius $1 /\|x\|$ and hence also on the (possibly) larger disk of radius $1 /\|x\|_{\text {sp }}$.
(d) Using the Uniform Boundedness Principle, show that if $|\mu|<1 /\|x\|_{\text {sp }}$, then the sequence $\left\{\mu^{n+1} x^{n}\right\}$ is bounded in norm, whence

$$
\lim \sup \left\|x^{n}\right\|^{1 / n} \leq 1 /|\mu|
$$

for all such $\mu$. Show that this implies that

$$
\lim \sup \left\|x^{n}\right\|^{1 / n} \leq\|x\|_{\mathrm{sp}}
$$

(e) Derive the spectral radius formula:

$$
\|x\|_{\mathrm{sp}}=\lim \left\|x^{n}\right\|^{1 / n}
$$

(f) Suppose that $A$ is a $C^{*}$-algebra and that $x$ is a selfadjoint element of $A$. Prove that

$$
\|x\|=\sup _{\lambda \in \operatorname{sp}(x)}|\lambda|=\|x\|_{\mathrm{sp}}
$$

THEOREM 10.8. (Gelfand's Theorem) Let $A$ be a commutative $C^{*}$ algebra with identity $I$. Then the Gelfand transform is an isometric isomorphism of the Banach algebra $A$ onto $C(\Delta)$, where $\Delta$ is the structure space of $A$.

PROOF. We have already seen that $x \rightarrow \hat{x}$ is a norm-decreasing homomorphism of $A$ into $C(\Delta)$. We must show that the transform is an isometry and is onto.
Now it follows from part f of Exercise 10.9 and Theorem 10.4 that $\|x\|=$ $\|\hat{x}\|_{\infty}$ whenever $x$ is selfadjoint. For an arbitrary $x$, write $y=x^{*} x$. Then

$$
\begin{aligned}
\|x\| & =\sqrt{\|y\|} \\
& =\sqrt{\|\hat{y}\|_{\infty}} \\
& =\sqrt{\left\|\widehat{x^{*} x}\right\|_{\infty}} \\
& =\sqrt{\left\|\widehat{x^{*}} \hat{x}\right\|_{\infty}} \\
& =\sqrt{\left\|\left.\hat{x}\right|^{2}\right\|_{\infty}} \\
& =\sqrt{\|\hat{x}\|_{\infty}^{2}} \\
& =\|\hat{x}\|_{\infty}
\end{aligned}
$$

showing that the Gelfand transform is an isometry.
By Theorem 10.6, we see that the range $\hat{A}$ of the Gelfand transform is a subalgebra of $C(\Delta)$ that separates the points of $\Delta$ and is closed under complex conjugation. Then, by the Stone-Weierstrass Theorem, $\hat{A}$ must be dense in $C(\Delta)$. But, since $A$ is itself complete, and the Gelfand transform is an isometry, it follows that $\hat{A}$ is closed in $C(\Delta)$, whence is all of $C(\Delta)$.

EXERCISE 10.10. Let $A$ be a commutative $C^{*}$-algebra with identity $I$, and let $\Delta$ denote its structure space. Verify the following properties of the Gelfand transform on $A$.
(a) $x$ is invertible if and only if $\hat{x}$ is never 0 .
(b) $x=y y^{*}$ if and only if $\hat{x} \geq 0$.
(c) $x$ is a unitary element of $A$ if and only if $|\hat{x}| \equiv 1$.
(d) $A$ contains a nontrivial projection if and only if $\Delta$ is not connected.

EXERCISE 10.11. Let $A$ and $B$ be commutative $C^{*}$-algebras, each having an identity, and let $\Delta_{A}$ and $\Delta_{B}$ denote their respective structure spaces. Suppose $T$ is a (not a priori continuous) homomorphism of the
algebra $A$ into the algebra $B$. If $\phi$ is any linear functional on $B$, define $T^{\prime}(\phi)$ on $A$ by

$$
T^{\prime}(\phi)=\phi \circ T
$$

(a) Suppose $\phi$ is a positive linear functional on $B$; i.e., $\phi\left(x x^{*}\right) \geq 0$ for all $x \in B$. Show that $\phi$ is necessarily continuous.
(b) Prove that $T^{\prime}$ is a continuous map of $\Delta_{B}$ into $\Delta_{A}$.
(c) Show that $\hat{x}\left(T^{\prime}(\phi)\right)=\widehat{T(x)}(\phi)$ for each $x \in A$.
(d) Show that $\|T(x)\| \leq\|x\|$ and conclude that $T$ is necessarily continuous.
(e) Prove that $T^{\prime}$ is onto if and only if $T$ is $1-1$. HINT: $T$ is not $1-1$ if and only if there exists a nontrivial continuous function on $\Delta_{A}$ that is identically 0 on the range of $T^{\prime}$.
(f) Prove that $T^{\prime}$ is 1-1 if and only if $T$ is onto.
(g) Prove that $T^{\prime}$ is a homeomorphism of $\Delta_{B}$ onto $\Delta_{A}$ if and only if $T$ is an isomorphism of $A$ onto $B$.

EXERCISE 10.12. (Independence of the Spectrum)
(a) Suppose $B$ is a commutative $C^{*}$-algebra with identity $I$, and that $A$ is a sub- $C^{*}$-algebra of $B$ containing $I$. Let $x$ be an element of $A$. Prove that $\operatorname{sp}_{A}(x)=\operatorname{sp}_{B}(x)$. HINT: Let $T$ be the injection map of $A$ into $B$.
(b) Suppose $C$ is a (not necessarily commutative) $C^{*}$-algebra with identity $I$, and let $x$ be a normal element of $C$. Suppose $A$ is the smallest sub-$C^{*}$-algebra of $C$ that contains $x, x^{*}$, and $I$. Prove that $\operatorname{sp}_{A}(x)=\operatorname{sp}_{C}(x)$. HINT: If $\lambda \in \operatorname{sp}_{A}(x)$, and $\lambda I-x$ has an inverse in $C$, let $B$ be the smallest sub- $C^{*}$-algebra of $C$ containing $x, I$, and $(\lambda I-x)^{-1}$. Then use part a.
(c) Let $H$ be a separable Hilbert space, and let $T$ be a normal element of $B(H)$. Let $A$ be the smallest sub- $C^{*}$-algebra of $B(H)$ containing $T$, $T^{*}$, and $I$. Show that the spectrum $\operatorname{sp}(T)$ of the operator $T$ coincides with the spectrum $\operatorname{sp}_{A}(T)$ of $T$ thought of as an element of $A$.

THEOREM 10.9. (Spectral Theorem) Let $H$ be a separable Hilbert space, let $A$ be a separable, commutative, sub- $C^{*}$-algebra of $B(H)$ that contains the identity operator $I$, and let $\Delta$ denote the structure space of $A$. Write $\mathcal{B}$ for the $\sigma$-algebra of Borel subsets of $\Delta$. Then there exists a unique $H$-projection-valued measure $p$ on $(\Delta, \mathcal{B})$ such that for every operator $S \in A$ we have

$$
S=\int \hat{S} d p
$$

That is, the inverse of the Gelfand transform is the integral with respect to $p$.

PROOF. Since $A$ contains $I$, we know that $\Delta$ is compact and metrizable. Since the inverse $T$ of the Gelfand transform is an isometric isomorphism of the Banach algebra $C(\Delta)$ onto $A$, we see that $T$ satisfies the three conditions of Theorem 9.7.
(1) $T(f g)=T(f) T(g)$ for all $f, g \in C(\Delta)$.
(2) $T(\bar{f})=[T(f)]^{*}$ for all $f \in C(\Delta)$.
(3) $T(1)=I$.

The present theorem then follows immediately from Theorem 9.7.
THEOREM 10.10. (Spectral Theorem for a Bounded Normal Operator) Let $T$ be a bounded normal operator on a separable Hilbert space $H$. Then there exists a unique $H$-projection-valued measure $p$ on $(\mathbb{C}, \mathcal{B})$ such that

$$
T=\int f d p=\int f(\lambda) d p(\lambda)
$$

where $f(\lambda)=\lambda$. (We also use the notation $T=\int \lambda d p(\lambda)$.) Furthermore, $p_{\operatorname{sp}(T)}=I$; i.e., $p$ is supported on the spectrum of $T$.

PROOF. Let $A_{0}$ be the set of all elements $S \in B(H)$ of the form

$$
S=\sum_{i=0}^{n} \sum_{j=0}^{m} a_{i j} T^{i} T^{* j}
$$

where each $a_{i j} \in \mathbb{C}$, and let $A$ be the closure in $B(H)$ of $A_{0}$. We have that $A$ is the smallest sub- $C^{*}$-algebra of $B(H)$ that contains $T, T^{*}$, and $I$. It follows that $A$ is a separable commutative sub- $C^{*}$-algebra of $B(H)$ that contains $I$. If $\Delta$ denotes the structure space of $A$, then, by Theorem 10.9 , there exists a unique projection-valued measure $q$ on $(\Delta, \mathcal{B})$ such that

$$
S=\int \hat{S} d q=\int \hat{S}(\phi) d q(\phi)
$$

for every $S \in A$.
Note next that the function $\hat{T}$ is 1-1 on $\Delta$. For, if $\hat{T}\left(\phi_{1}\right)=\hat{T}\left(\phi_{2}\right)$, then $\widehat{T^{*}}\left(\phi_{1}\right)=\widehat{T^{*}}\left(\phi_{2}\right)$, and hence $\hat{S}\left(\phi_{1}\right)=\hat{S}\left(\phi_{2}\right)$ for every $S \in A_{0}$. Therefore, $\hat{S}\left(\phi_{1}\right)=\hat{S}\left(\phi_{2}\right)$ for every $S \in A$, showing that $\phi_{1}=\phi_{2}$. Hence, $\hat{T}$ is a homeomorphism of $\Delta$ onto the subset $\operatorname{sp}_{A}(T)$ of $\mathbb{C}$. By part c of Exercise $10.12, \operatorname{sp}_{A}(T)=\operatorname{sp}(T)$.
Define a projection-valued measure $p=\hat{T}_{*} q$ on $\operatorname{sp}(T)$ by

$$
p_{E}=\hat{T}_{*} q_{E}=q_{\hat{T}^{-1}(E)}
$$

See part c of Exercise 9.3. Then $p$ is a projection-valued measure on $(\mathbb{C}, \mathcal{B})$, and $p$ is supported on $\operatorname{sp}(T)$.
Now, let $f$ be the identity function on $\mathbb{C}$, i.e., $f(\lambda)=\lambda$. Then, by Exercise 9.13, we have that

$$
\begin{aligned}
\int \lambda d p(\lambda) & =\int f d p \\
& =\int(f \circ \hat{T}) d q \\
& =\int \hat{T} d q \\
& =T
\end{aligned}
$$

as desired.
Finally, let us show that the projection-valued measure $p$ is unique. Suppose $p^{\prime}$ is another projection-valued measure on $(\mathbb{C}, \mathcal{B})$, supported on $\operatorname{sp}(T)$, such that

$$
T=\int \lambda d p^{\prime}(\lambda)=\int \lambda d p(\lambda)
$$

It follows also that

$$
T^{*}=\int \bar{\lambda} d p^{\prime}(\lambda)=\int \bar{\lambda} d p(\lambda)
$$

Then, for every function $P$ of the form

$$
P(\lambda)=\sum_{i=1}^{n} \sum_{j=1}^{m} c_{i j} \lambda^{i} \bar{\lambda}^{j}
$$

we have

$$
\int P(\lambda) d p^{\prime}(\lambda)=\int P(\lambda) d p(\lambda)
$$

Whence, by the Stone-Weierstrass Theorem,

$$
\int f(\lambda) d p^{\prime}(\lambda)=\int f(\lambda) d p(\lambda)
$$

for every continuous complex-valued function $f$ on $\operatorname{sp}(T)$. If $q^{\prime}=\hat{T}_{*}^{-1} p^{\prime}$ is the projection-valued measure on $\Delta$ defined by

$$
q_{E}^{\prime}=p_{\hat{T}(E)}^{\prime}
$$

then, for any continuous function $g$ on $\Delta$, we have

$$
\begin{aligned}
\int g d q^{\prime} & =\int\left(g \circ \hat{T}^{-1}\right) d p^{\prime} \\
& =\int\left(g \circ \hat{T}^{-1}\right) d p \\
& =\int\left(g \circ \hat{T}^{-1} \circ \hat{T}\right) d q \\
& =\int g d q
\end{aligned}
$$

So, by the uniqueness assertion in the general spectral theorem, we have that $q^{\prime}=q$. But then

$$
p^{\prime}=\hat{T}_{*} q^{\prime}=\hat{T}_{*} q=p
$$

and the uniqueness is proved.
DEFINITION. The projection-valued measure $p$, associated as in the above theorem to a normal operator $T$, is called the spectral measure for $T$.

The next result is an immediate consequence of the preceding theorem.
THEOREM 10.11. (Spectral Theorem for a Bounded Selfadjoint Operator) Let $H$ be a separable Hilbert space, and let $T$ be a selfadjoint element in $B(H)$. Then there exists a unique projection-valued measure $p$ on $(\mathbb{R}, \mathcal{B})$ for which $T=\int \lambda d p(\lambda)$. Further, $p$ is supported on the spectrum of $T$.

REMARK. A slightly different notation is frequently used to indicate the spectral measure for a selfadjoint operator. Instead of writing $T=$ $\int \lambda d p(\lambda)$, one often writes $T=\int \lambda d E_{\lambda}$. Also, such a projection-valued measure is sometimes referred to as a resolution of the identity.
EXERCISE 10.13. Let $T$ be a normal operator in $B(H)$ and let $p$ be its spectral measure.
(a) If $U$ is a nonempty (relatively) open subset of $\operatorname{sp}(T)$, show that $p_{U} \neq 0$. If $U$ is an infinite set, show that the range of $p_{U}$ is infinite dimensional.
(b) Show that if $E$ is a closed subset of $\mathbb{C}$ for which $p_{E}=I$, then $E$ contains $\operatorname{sp}(T)$. Conclude that the smallest closed subset of $\mathbb{C}$ that supports $p$ is the spectrum of $T$.
(c) If $T$ is invertible, show that the function $1 / \lambda$ is bounded on $\operatorname{sp}(T)$ and that $T^{-1}=\int(1 / \lambda) d p(\lambda)$.
(d) If $\operatorname{sp}(T)$ contains at least two distinct points, show that $T=T_{1}+T_{2}$, where $T_{1}$ and $T_{2}$ are both nonzero normal operators and $T_{1} \circ T_{2}=0$.
(e) Suppose $S$ is a bounded operator on $H$ that commutes with both $T$ and $T^{*}$. Prove that $S$ commutes with every projection $p_{E}$ for $E$ a Borel subset of $\operatorname{sp}(T)$. HINT: Do this first for open subsets of $\operatorname{sp}(T)$, and then consider the collection of all sets $E$ for which $p_{E} S=S p_{E}$. (It is a monotone class.)
(f) Suppose $S$ is a bounded operator that commutes with $T$. Let $E=$ $\operatorname{sp}(T) \cap B_{\epsilon}\left(\lambda_{0}\right)$, where $\epsilon>0$ and $\lambda_{0}$ is a complex number. Show that, if $x$ belongs to the range of $p_{E}$, then $S(x)$ also belongs to the range of $p_{E}$, implying that $S$ commutes with $p_{E}$. (Use part b of Exercise 9.11.) Deduce the Fuglede-Putnam-Rosenbloom Theorem: If a bounded operator $S$ commutes with a bounded normal operator $T$, then $S$ also commutes with $T^{*}$.

EXERCISE 10.14. Let $T$ be a normal operator on a separable Hilbert space $H$, let $A$ be a sub- $C^{*}$-algebra of $B(H)$ that contains $T$ and $I$, let $f$ be a continuous complex-valued function on the spectrum $\operatorname{sp}(T)$ of $T$, and suppose $S$ is an element of $A$ for which $\hat{S}=f \circ \hat{T}$.
(a) Show that the spectrum $\operatorname{sp}(S)$ of $S$ equals $f(\operatorname{sp}(T))$. Compare this result with the spectral mapping theorem (part e of Exercise 10.7).
(b) Let $p^{T}$ denote the spectral measure for $T$ and $p^{S}$ denote the spectral measure for $S$. In the notation of Exercises 9.3 and 9.13 , show that

$$
p^{S}=f_{*}\left(p^{T}\right) .
$$

HINT: Show that $S=\int \lambda d f_{*}\left(p^{T}\right)(\lambda)$, and then use the uniqueness assertion in the Spectral Theorem for a normal operator.
(c) Apply parts a and b to describe the spectral measures for $S=q(T)$ for $q$ a polynomial and $S=e^{T}$.

EXERCISE 10.15. Let $p$ be an $H$-projection-valued measure on the Borel space $(S, \mathcal{B})$. If $f$ is an element of $L^{\infty}(p)$, define the essential range of $f$ to be the set of all $\lambda \in \mathbb{C}$ for which

$$
p_{f^{-1}\left(B_{\epsilon}(\lambda)\right)} \neq 0
$$

for every $\epsilon>0$.
(a) Let $f$ be an element of $L^{\infty}(p)$. If $T$ is the bounded normal operator $\int f d p$, show that the spectrum of $T$ coincides with the essential range of $f$. See part e of Exercise 9.10.
(b) Let $f$ be an element of $L^{\infty}(p)$, and let $T=\int f d p$. Prove that the spectral measure $q$ for $T$ is the projection-valued measure $f_{*} p$. See Exercises 9.3 and 9.13 .

EXERCISE 10.16. Let $(S, \mu)$ be a $\sigma$-finite measure space. For each $f \in L^{\infty}(\mu)$, let $m_{f}$ denote the multiplication operator on $L^{2}(\mu)$ given by $m_{f} g=f g$. Let $p$ denote the canonical projection-valued measure on $L^{2}(\mu)$.
(a) Prove that the operator $m_{f}$ is a normal operator and that

$$
m_{f}=\int f d p
$$

Find the spectrum $\operatorname{sp}\left(m_{f}\right)$ of $m_{f}$.
(b) Using $S=[0,1]$ and $\mu$ as Lebesgue measure, find the spectrum and spectral measures for the following $m_{f}$ 's:
(1) $f=\chi_{[0,1 / 2]}$,
(2) $f(x)=x$,
(3) $f(x)=x^{2}$,
(4) $f(x)=\sin (2 \pi x)$, and
(5) $f$ is a step function $f=\sum_{i=1}^{n} a_{i} \chi_{I_{i}}$, where the $a_{i}$ 's are complex numbers and the $I_{i}$ 's are disjoint intervals.
(c) Let $S$ and $\mu$ be as in part b. Compute the spectrum and spectral measure for $m_{f}$ if $f$ is the Cantor function.

DEFINITION. We say that an operator $T \in B(H)$ is diagonalizable if it can be represented as the integral of a function with respect to a projection-valued measure. That is, if there exists a Borel space $(S, \mathcal{B})$ and an $H$-projection-valued measure $p$ on $(S, \mathcal{B})$ such that $T=\int f d p$ for some bounded $\mathcal{B}$-measurable function $f$. A collection $B$ of operators is called simultaneously diagonalizable if there exists a projection-valued measure $p$ on a Borel space $(S, \mathcal{B})$ such that each element of $B$ can be represented as the integral of a function with respect to $p$.

REMARK. Theorem 10.11 and Theorem 10.10 show that selfadjoint and normal operators are diagonalizable. It is also clear that simultaneously diagonalizable operators commute.

EXERCISE 10.17. (a) Let $H$ be a separable Hilbert space. Suppose $B$ is a commuting, separable, selfadjoint subset of $B(H)$. Prove that the elements of $B$ are simultaneously diagonalizable.
(b) Let $H$ be a separable Hilbert space. Show that a separable, selfadjoint collection $S$ of operators in $B(H)$ is simultaneously diagonalizable if and only if $S$ is contained in a commutative sub- $C^{*}$-algebra of $B(H)$. (c) Let $A$ be an $n \times n$ complex matrix for which $a_{i j}=\overline{a_{j i}}$. Use the Spectral Theorem to show that there exists a unitary matrix $U$ such that $U A U^{-1}$ is diagonal. That is, use the Spectral Theorem to prove that every Hermitian matrix can be diagonalized.

One of the important consequences of the spectral theorem is the following:

THEOREM 10.12. (Stone's Theorem) Let $t \rightarrow U_{t}$ be a map of $\mathbb{R}$ into the set of unitary operators on a separable Hilbert space $H$, and suppose that this map satisfies:
(1) $U_{t+s}=U_{t} \circ U_{s}$ for all $t, s \in \mathbb{R}$.
(2) The map $t \rightarrow\left(U_{t}(x), y\right)$ is continuous for every pair $x, y \in H$.

Then there exists a unique projection-valued measure $p$ on $(\mathbb{R}, \mathcal{B})$ such that

$$
U_{t}=\int e^{-2 \pi i \lambda t} d p(\lambda)
$$

for each $t \in \mathbb{R}$.
PROOF. For each $f \in L^{1}(\mathbb{R})$, define a map $L_{f}$ from $H \times H$ into $\mathbb{C}$ by

$$
L_{f}(x, y)=\int_{\mathbb{R}} f(s)\left(U_{s}(x), y\right) d s
$$

It follows from Theorem 8.5 (see the exercise below) that for each $f \in$ $L^{1}(\mathbb{R})$ there exists a unique element $T_{f} \in B(H)$ such that

$$
L_{f}(x, y)=\left(T_{f}(x), y\right)
$$

for all $x, y \in H$. Let $B$ denote the set of all operators on $H$ of the form $T_{f}$ for $f \in L^{1}(\mathbb{R})$. Again by the exercise below, it follows that $B$ is a separable commutative selfadjoint subalgebra of $B(H)$.
We claim first that the subspace $H_{0}$ spanned by the vectors of the form $y=T_{f}(x)$, for $f \in L^{1}(\mathbb{R})$ and $x \in H$, is dense in $H$. Indeed, if $z \in H$ is orthogonal to every element of $H_{0}$, then

$$
\begin{aligned}
0 & =\left(T_{f}(z), z\right) \\
& =\int_{\mathbb{R}} f(s)\left(U_{s}(z), z\right) d s
\end{aligned}
$$

for all $f \in L^{1}(\mathbb{R})$, whence

$$
\left(U_{s}(z), z\right)=0
$$

for almost all $s \in \mathbb{R}$. But, since this is a continuous function of $s$, it follows that

$$
\left(U_{s}(z), z\right)=0
$$

for all $s$. In particular,

$$
(z, z)=\left(U_{0}(z), z\right)=0
$$

proving that $H_{0}$ is dense in $H$ as claimed.
We let $A$ denote the smallest sub- $C^{*}$-algebra of $B(H)$ that contains $B$ and the identity operator $I$, and we denote by $\Delta$ the structure space of $A$. We see that $A$ is the closure in $B(H)$ of the set of all elements of the form $\lambda I+T_{f}$, for $\lambda \in \mathbb{C}$ and $f \in L^{1}(\mathbb{R})$. So $A$ is a separable commutative $C^{*}$-algebra. Again, by Exercise 10.18 below, we have that the map $T$ that sends $f \in L^{1}(\mathbb{R})$ to the operator $T_{f}$ is a norm-decreasing homomorphism of the Banach *-algebra $L^{1}(\mathbb{R})$ into the $C^{*}$-algebra $A$. Recall from Exercise 10.5 that the structure space of the Banach algebra $L^{1}(\mathbb{R})$ is identified, specifically as in that exercise, with the real line $\mathbb{R}$. With this identification, we define $T^{\prime}: \Delta \rightarrow \mathbb{R}$ by

$$
T^{\prime}(\phi)=\phi \circ T
$$

Because the topologies on the structures spaces of $A$ and $L^{1}(\mathbb{R})$ are the weak ${ }^{*}$ topologies, it follows directly that $T^{\prime}$ is continuous. For each $f \in L^{1}(\mathbb{R})$ we have the formula

$$
\hat{f}\left(T^{\prime}(\phi)\right)=\left[T^{\prime}(\phi)\right](f)=\phi\left(T_{f}\right)=\widehat{T_{f}}(\phi)
$$

By the general Spectral Theorem, we let $q$ be the unique projectionvalued measure on $\Delta$ for which

$$
S=\int \hat{S}(\phi) d q(\phi)
$$

for all $S \in A$, and we set $p=T_{*}^{\prime} q$. Then $p$ is a projection-valued measure on $(\mathbb{R}, \mathcal{B})$, and we have

$$
\begin{aligned}
\int \hat{f} d p & =\int\left(\hat{f} \circ T^{\prime}\right) d q \\
& =\int \hat{f}\left(T^{\prime}(\phi)\right) d q(\phi) \\
& =\int \widehat{T_{f}}(\phi) d q(\phi) \\
& =T_{f}
\end{aligned}
$$

for all $f \in L^{1}(\mathbb{R})$.
Now, for each $f \in L^{1}(\mathbb{R})$ and each real $t$ we have

$$
\begin{aligned}
\left(U_{t}\left(T_{f}(x)\right), y\right) & =\int_{\mathbb{R}} f(s)\left(U_{t}\left(U_{s}(x)\right), y\right) d s \\
& =\int_{\mathbb{R}} f(s)\left(U_{t+s}(x), y\right) d s \\
& =\int_{\mathbb{R}} f_{-t}(s)\left(U_{s}(x), y\right) d s \\
& =\left(T_{f-t}(x), y\right) \\
& =\left(\left[\int \widehat{f_{-t}}(\lambda) d p(\lambda)\right](x), y\right) \\
& =\left(\left[\int e^{-2 \pi i \lambda t} \hat{f}(\lambda) d p(\lambda)\right](x), y\right) \\
& =\left(\left[\int e^{-2 \pi i \lambda t} d p(\lambda)\right]\left(T_{f}(x)\right), y\right),
\end{aligned}
$$

where $f_{-t}$ is defined by $f_{-t}(x)=f(x-t)$. So, because the set $H_{0}$ of all vectors of the form $T_{f}(x)$ span a dense subspace of $H$,

$$
U_{t}=\int e^{-2 \pi i \lambda t} d p(\lambda),
$$

as desired.
We have left to prove the uniqueness of $p$. Suppose $\tilde{p}$ is a projectionvalued measure on $(\mathbb{R}, \mathcal{B})$ for which $U_{t}=\int e^{-2 \pi i \lambda t} d \tilde{p}(\lambda)$ for all $t$. Now for each vector $x \in H$, define the two measures $\mu_{x}$ and $\tilde{\mu}_{x}$ by

$$
\mu_{x}(E)=\left(p_{E}(x), x\right)
$$

and

$$
\tilde{\mu}_{x}(E)=\left(\tilde{p}_{E}(x), x\right) .
$$

Our assumption on $\tilde{p}$ implies then that

$$
\int e^{-2 \pi i \lambda t} d \mu_{x}(\lambda)=\int e^{-2 \pi i \lambda t} d \tilde{\mu}_{x}(\lambda)
$$

for all real $t$. Using Fubini's theorem we then have for every $f \in L^{1}(\mathbb{R})$
that

$$
\begin{aligned}
\int \hat{f}(\lambda) d \mu_{x}(\lambda) & =\iint f(t) e^{-2 \pi i \lambda t} d t d \mu_{x}(\lambda) \\
& =\int f(t) \int e^{-2 \pi i \lambda t} d \mu_{x}(\lambda) d t \\
& =\int f(t) \int e^{-2 \pi i \lambda t} d \tilde{\mu}_{x}(\lambda) d t \\
& =\int \hat{f}(\lambda) d \tilde{\mu}_{x}(\lambda)
\end{aligned}
$$

Since the set of Fourier transforms of $L^{1}$ functions is dense in $C_{0}(\mathbb{R})$, it then follows that

$$
\int g d \mu_{x}=\int g d \tilde{\mu}_{x}
$$

for every $g \in C_{0}(\mathbb{R})$. Therefore, by the Riesz representation theorem, $\mu_{x}=\tilde{\mu}_{x}$. Consequently, $p=\tilde{p}$ (see part d of Exercise 9.2), and the proof is complete.
EXERCISE 10.18. Let the map $t \rightarrow U_{t}$ be as in the theorem above.
(a) Prove that $U_{0}$ is the identity operator on $H$ and that $U_{t}^{*}=U_{-t}$ for all $t$.
(b) If $f \in L^{1}(\mathbb{R})$, show that there exists a unique element $T_{f} \in B(H)$ such that

$$
\int_{\mathbb{R}} f(s)\left(U_{s}(x), y\right) d s=\left(T_{f}(x), y\right)
$$

for all $x, y \in H$. HINT: Use Theorem 8.5.
(c) Prove that the assignment $f \rightarrow T_{f}$ defined in part b satisfies

$$
\left\|T_{f}\right\| \leq\|f\|_{1}
$$

for all $f \in L^{1}(\mathbb{R})$,

$$
T_{f * g}=T_{f} \circ T_{g}
$$

for all $f, g \in L^{1}(\mathbb{R})$ and

$$
T_{f^{*}}=T_{f}^{*}
$$

for all $f \in L^{1}(\mathbb{R})$, where

$$
f^{*}(s)=\overline{f(-s)}
$$

(d) Conclude that the set of all $T_{f}$ 's, for $f \in L^{1}(\mathbb{R})$, is a separable commutative selfadjoint algebra of operators.

EXERCISE 10.19. Let $H$ be a separable Hilbert space, let $A$ be a separable, commutative, sub- $C^{*}$-algebra of $B(H)$, assume that $A$ contains the identity operator $I$, and let $\Delta$ denote the structure space of $A$. Let $x$ be a vector in $H$, and let $M$ be the closure of the set of all vectors $T(x)$, for $T \in A$. That is, $M$ is a cyclic subspace for $A$. Prove that there exists a finite Borel measure $\mu$ on $\Delta$ and a unitary operator $U$ of $L^{2}(\mu)$ onto $M$ such that

$$
U^{-1} \circ T \circ U=m_{\hat{T}}
$$

for every $T \in A$. HINT: Let $G$ denote the inverse of the Gelfand transform of $A$. Define a positive linear functional $L$ on $C(\Delta)$ by $L(f)=$ ( $[G(f)](x), x)$, use the Riesz Representation Theorem to get a measure $\mu$, and then define $U(f)=[G(f)](x)$ on the dense subspace $C(\Delta)$ of $L^{2}(\mu)$.

## CHAPTER XI

## APPLICATIONS OF SPECTRAL THEORY

Let $H$ be a separable, infinite-dimensional, complex Hilbert space. We exploit properties of the Spectral Theorem to investigate and classify operators on $H$. As usual, all Hilbert spaces considered will be assumed to be complex and separable, even if it is not explicitly stated.
If $T$ is an element of the $C^{*}$-algebra $B(H)$, recall that the resolvent of $T$ is the set $\operatorname{res}(T)$ of all complex numbers $\lambda$ for which $\lambda I-T$ has a two-sided inverse in $B(H)$. The spectrum $\operatorname{sp}(T)$ of $T$ is the complement
of the resolvent of $T$. That is, $\lambda$ belongs to $\mathrm{sp}(T)$ if $\lambda I-T$ does not have a bounded two-sided inverse.

THEOREM 11.1. (Existence of Positive Square Roots of Positive Operators) Let $H$ be a Hilbert space, and let $T$ be a positive operator in $B(H)$; i.e., $(T(x), x) \geq 0$ for all $x \in H$. Then:
(1) There exists an element $R$ in $B(H)$ such that $T=R^{*} R$.
(2) There exists a unique positive square root of $T$, i.e., a unique positive operator $S$ such that $T=S^{2}$. Moreover, $S$ belongs to the smallest sub- $C^{*}$-algebra of $B(H)$ that contains $T$ and $I$.
(3) If $T$ is invertible, then its positive square root $S$ is also invertible.

PROOF. We know that a positive operator $T$ is necessarily selfadjoint. Hence, writing $T=\int_{\mathbb{R}} \lambda d p(\lambda)$, let us show that $p_{(-\infty, 0)}=0$. That is, the spectrum of $T$ is contained in the set of nonnegative real numbers. If not, there must exist a $\delta>0$ such that $p_{(-\infty,-\delta]} \neq 0$. If $x$ is a nonzero vector in the range of $p_{(-\infty,-\delta]}$, then

$$
\begin{aligned}
(T(x), x) & =\left(T\left(p_{(-\infty,-\delta]}(x)\right), x\right) \\
& =\int_{-\infty}^{-\delta} \lambda d \mu_{x}(\lambda) \\
& \leq-\delta\|x\|^{2} \\
& <0
\end{aligned}
$$

But this would imply that $T$ is not a positive operator. Hence, $p$ is supported on $[0, \infty)$. Clearly then $T=S^{2}=S^{*} S$, where

$$
S=\int \sqrt{\lambda} d p(\lambda)
$$

Setting $R=S$ gives part 1 .
Since $S$ is the integral of a nonnegative function with respect to a projection-valued measure, it follows that $S$ is a positive operator, so that $S$ is a positive square root of $T$. We know from the Weierstrass Theorem that the continuous function $\sqrt{\lambda}$ is the uniform limit on the compact set $\operatorname{sp}(T)$ of a sequence of polynomials in $\lambda$. It follows that $S$ is an element of the smallest sub- $C^{*}$-algebra $A$ of $B(H)$ containing $T$ and $I$.
Now, if $S^{\prime}$ is any positive square root of $T$, then $S^{\prime}$ certainly commutes with $T={S^{\prime}}^{2}$. Hence, $S^{\prime}$ commutes with every element of the algebra $A$
and hence in particular with $S$. Let $A^{\prime}$ be the smallest sub- $C^{*}$-algebra of $B(H)$ that contains $I, T$ and $S^{\prime}$. Then $A^{\prime}$ is a separable commutative $C^{*}$-algebra with identity, and $S$ and $S^{\prime}$ are two positive elements of $A^{\prime}$ whose square is $T$. But the Gelfand transform on $A^{\prime}$ is $1-1$ and, by part 1 of this theorem and part b of Exercise 10.10, sends both $S$ and $S^{\prime}$ to the function $\sqrt{\hat{T}}$. Hence, $S=S^{\prime}$, completing the proof of part 2 .
Finally, if $T$ is invertible, say $T U=I$, then $S(S U)=I$, showing that $S$ has a right inverse. Also, $(U S) S=I$, showing that $S$ also has a left inverse so is invertible.

EXERCISE 11.1. (a) Let $T$ be a selfadjoint element of $B(H)$. Prove that there exist unique positive elements $T_{+}$and $T_{-}$such that $T=T_{+}$ $T_{-}, T_{+}$and $T_{-}$commute with $T$ and with each other, and $T_{+} T_{-}=0$. HINT: Use the Gelfand transform. $T_{+}$and $T_{-}$are called the positive and negative parts of the selfadjoint operator $T$.
(b) Let $T, T_{+}$, and $T_{-}$be as in part a. Verify that, for any $x \in H$, we have

$$
\|T(x)\|^{2}=\left\|T_{+}(x)\right\|^{2}+\left\|T_{-}(x)\right\|^{2} .
$$

Show further that $\sqrt{T^{2}}=T_{+}+T_{-}$. How are $T_{+}$and $T_{-}$represented in terms of the spectral measure for $T$ ? Conclude that every element $T \in B(H)$ is a complex linear combination of four positive operators.
(c) Suppose $T$ is a positive operator, and let $p$ denote its spectral measure. Suppose $0 \leq a<b<\infty$ and that $x$ is an element of the range of $p_{[a, b]}$. Show that $a\|x\| \leq\|T(x)\| \leq b\|x\|$.
(d) If $U$ is a unitary operator, prove that there exists a selfadjoint operator $T \in B(H)$ for which $U=e^{i T}$. HINT: Show that the function $\hat{U}=e^{i r}$ for some bounded real-valued Borel function $r$.
(e) If $T$ is a positive operator, show that $I+T$ is invertible.
(f) Suppose $T$ and $S$ are invertible positive operators that commute. Assume that $S-T$ is a positive operator, i.e., that $S \geq T$. Prove that $T^{-1}-S^{-1}$ is a positive operator, i.e., that $T^{-1} \geq S^{-1}$.
(g) Suppose $T$ is a positive operator and that $S$ is a positive invertible operator not necessarily commuting with $T$. Prove that $S+T$ is positive and invertible.

DEFINITION. Let $M$ be a subspace of a Hilbert space $H$. By a partial isometry of $M$ into $H$ we mean an element $V$ of $B(H)$ that is an isometry on $M$ and is 0 on the orthogonal complement $M^{\perp}$ of $M$.

EXERCISE 11.2 . Let $V$ be a partial isometry of $M$ into $H$.
(a) Show that $(V(x), V(y))=(x, y)$ for all $x, y \in \bar{M}$.
(b) Show that $V^{*} V$ is the projection $p_{\bar{M}}$ of $H$ onto $\bar{M}$ and that $V V^{*}$ is the projection $p_{\overline{V(M)}}$ of $H$ onto $\overline{V(M)}$.
(c) Show that $V^{*}$ is a partial isometry of $V(M)$ into $H$.
(d) Let $H$ be the set of square-summable sequences $\left\{a_{1}, a_{2}, \ldots\right\}$, and let $M$ be the subspace determined by the condition $a_{1}=0$. Define $V: M \rightarrow H$ by $\left[V\left(\left\{a_{n}\right\}\right)\right]_{n}=a_{n+1}$. Show that $V$ is a partial isometry of $M$ into $H$. Compute $V^{*}$. (This $V$ is often called the unilateral shift.)
THEOREM 11.2. (Polar Decomposition Theorem) Let $H$ be a Hilbert space, and let $T$ be an element of $B(H)$. Then there exist unique operators $P$ and $V$ satisfying:
(1) $P$ is a positive operator, and $V$ is a partial isometry from the range of $P$ into $H$.
(2) $T=V P$ and $P=V^{*} T$.

Moreover, if $T$ is invertible, then $P$ is invertible and $V$ is a unitary operator.
PROOF. Let $P=\sqrt{T^{*} T}$. Then $P$ is positive. Observe that $\|P(x)\|=$ $\|T(x)\|$ for all $x$, whence, if $P(x)=0$ then $T(x)=0$. Indeed,

$$
(P(x), P(x))=\left(P^{2}(x), x\right)=\left(T^{*} T(x), x\right)=(T(x), T(x)) .
$$

Therefore, the map $V$, that sends $P(x)$ to $T(x)$, is an isometry from the range $M$ of $P$ onto the range of $T$. Defining $V$ to be its unique isometric extension to $\bar{M}$ on all of $\bar{M}$ and to be 0 on the orthogonal complement $M^{\perp}$ of $M$, we have that $V$ is a partial isometry of $M$ into $H$. Further, $T(x)=V(P(x))$, and $T=V P$, as desired. Further, from the preceding exercise, $V^{*} V$ is the projection onto the closure $\bar{M}$ of the range $M$ of $P$, so that $V^{*} T=V^{*} V P=P$.
If $Q$ is a positive operator and $W$ is a partial isometry of the range of $Q$ into $H$ for which $T=W Q$ and $Q=W^{*} T$, then $W^{*} W$ is the projection onto the closure of the range of $Q$. Hence,

$$
T^{*} T=Q W^{*} W Q=Q^{2}
$$

whence $Q=P$ since positive square roots are unique. But then $V=W$, since they are both partial isometries of the range of $P$ into $H$, and they agree on the range of $P$. Therefore, the uniqueness assertion of the theorem is proved.
Finally, if $T$ is invertible, then $P$ is invertible, and the partial isometry $V=T P^{-1}$ is invertible. An isometry that is invertible is of course a unitary operator.

DEFINITION. The operator $P=\sqrt{T^{*} T}$ of the preceding theorem is called the absolute value of $T$ and is often denoted by $|T|$.
REMARK. We have defined the absolute value of an operator $T$ to be the square root of the positive operator $T^{*} T$. We might well have chosen to define the absolute value of $T$ to be the square root of the (probably different) positive operator $T T^{*}$. Though different, either of these choices would have sufficed for our eventual purposes. See part c of the following exercise.

EXERCISE 11.3. Let $T$ be an operator in $B(H)$.
(a) Prove that $\||T|(x)\|=\|T(x)\|$ for every $x \in H$.
(b) If $T$ is a selfadjoint operator, and we write $T=T_{+}-T_{-}$(as in Exercise 11.1), show that $|T|=T_{+}+T_{-}$.
(c) Show that there exists a unique positive operator $P^{\prime}$ and a unique partial isometry $V^{\prime}$ of the range of $T^{*}$ into $H$ such that $T=P^{\prime} V^{\prime}$ and $P^{\prime}=T V^{\prime *}$. Is either $P^{\prime}$ or $V^{\prime}$ identical with the $P$ and $V$ of the preceding theorem?

We introduce next a number of definitions concerning the spectrum of an operator.
DEFINITION. Let $T$ be a normal operator, and let $p$ be its spectral measure.
(1) A complex number $\lambda$ is said to belong to the point $\operatorname{spectrum} \operatorname{sp}_{p}(T)$ of $T$ if $p_{\{\lambda\}} \neq 0$. In this case we say that the multiplicity of $\lambda$ is the dimension $m(\lambda)$ of the range of $p_{\{\lambda\}}$.
(2) An element $\lambda$ of the spectrum of $T$, which is not in the point spectrum, is said to belong to the continuous $\operatorname{spectrum} \operatorname{sp}_{c}(T)$ of $T$. The multiplicity $m(\lambda)$ of an element $\lambda$ of the continuous spectrum is defined to be 0 .
(3) A complex number $\lambda$ is said to belong to the discrete spectrum $\operatorname{sp}_{d}(T)$ of $T$ if $\{\lambda\}$ is an isolated point in the compact set $\operatorname{sp}(T)$. Note that if $\lambda \in \operatorname{sp}_{d}(T)$, then $\{\lambda\}$ is a relatively open subset of $\operatorname{sp}(T)$. It follows then from part a of Exercise 10.13 that $\operatorname{sp}_{d}(T) \subseteq \operatorname{sp}_{p}(T)$.
(4) A complex number $\lambda$ is said to belong to the essential spectrum $\mathrm{sp}_{e}(T)$ if it is not an element of the discrete spectrum with finite multiplicity.
(5) $T$ is said to have purely atomic spectrum if $p$ is supported on a countable subset of $\mathbb{C}$.

EXERCISE 11.4. (Characterization of the Point Spectrum) Suppose $T$ is a normal operator, that $p$ is its spectral measure, and that $v$ is a
unit vector for which $T(v)=0$. Write $\mu_{v}$ for the measure on $\operatorname{sp}(T)$ given by $\mu_{v}(E)=\left(p_{E}(v), v\right)$.
(a) Prove that $0 \in \operatorname{sp}(T)$.
(b) Show that $\int \lambda^{n} d \mu_{v}(\lambda)=0$ for all positive integers $n$.
(c) Prove that $\int f(\lambda) d \mu_{v}(\lambda)=f(0)$ for all $f \in C(\operatorname{sp}(T))$.
(d) Show that $\mu_{v}=\delta_{0}$, whence $p_{\{0\}} \neq 0$.
(e) Let $T$ be an arbitrary normal operator. Prove that $\lambda_{0} \in \operatorname{sp}_{p}(T)$ if and only if $\lambda_{0}$ is an eigenvalue for $T$. HINT: Write $S=T-\lambda_{0} I$, and use Exercise 10.14.
EXERCISE 11.5. Let $H$ be the Hilbert space $l^{2}$ consisting of the square summable sequences $\left\{a_{1}, a_{2}, \ldots\right\}$. Let $r_{1}, r_{2}, \ldots$ be a sequence of (not necessarily distinct) numbers in the interval $[0,1]$, and define an operator $T$ on $l^{2}$ by

$$
T\left(\left\{a_{n}\right\}\right)=\left\{r_{n} a_{n}\right\}
$$

(a) Prove that $T$ is a selfadjoint operator-even a positive operator.
(b) Show that the point spectrum of $T$ is the set of $r_{n}$ 's.
(c) Find the spectrum of $T$.
(d) Find the discrete spectrum of $T$.
(e) Find the essential spectrum of $T$.
(f) Choose the sequence $\left\{r_{n}\right\}$ so that $\operatorname{sp}_{d}(T) \subset \operatorname{sp}_{p}(T)$ and $\operatorname{sp}_{e}(T) \subset$ $\mathrm{sp}(T)$.
(g) Construct a sequence $\left\{T_{j}\right\}$ of positive operators that converges in norm to a positive operator $T$, but for which the sequence $\left\{\operatorname{sp}_{d}\left(T_{j}\right)\right\}$ of subsets of $\mathbb{R}$ in no way converges to $\operatorname{sp}_{d}(T)$. Test a few other conjectures concerning the continuity of the map $T \rightarrow \mathrm{sp}(T)$.
THEOREM 11.3. Let $H$ be a separable Hilbert space, and let $T$ be a normal operator in $B(H)$. Then the following are equivalent:
(1) $T$ has purely atomic spectrum.
(2) There exists an orthonormal basis for $H$ consisting of eigenvectors for $T$.
(3) There exists a sequence $\left\{p_{i}\right\}$ of pairwise orthogonal projections and a sequence $\left\{\lambda_{i}\right\}$ of complex numbers such that

$$
I=\sum_{i=1}^{\infty} p_{i}
$$

and

$$
T=\sum_{i=1}^{\infty} \lambda_{i} p_{i}
$$

PROOF. If $T$ has purely atomic spectrum, and if $\lambda_{1}, \lambda_{2}, \ldots$ denotes a countable set on which the spectral measure $p$ is concentrated, let $p_{i}=p_{\left\{\lambda_{i}\right\}}$. Then the $p_{i}$ 's are pairwise orthogonal, and

$$
I=\sum_{i=1}^{\infty} p_{i}
$$

and

$$
\begin{aligned}
T & =\int \lambda d p(\lambda) \\
& =\sum_{i=1}^{\infty} \lambda_{i} p_{\left\{\lambda_{i}\right\}} \\
& =\sum_{i=1}^{\infty} \lambda_{i} p_{i}
\end{aligned}
$$

showing that 1 implies 3 .
Next, suppose $T=\sum_{i=1}^{\infty} \lambda_{i} p_{i}$, where $\left\{p_{i}\right\}$ is a sequence of pairwise orthogonal projections for which $I=\sum p_{i}$. We may make an orthonormal basis for $H$ by taking the union of orthonormal bases for the ranges $M_{p_{i}}$ of the $p_{i}$ 's. Clearly, each vector in this basis is an eigenvector for $T$, whence, 3 implies 2 .
Finally, suppose there exists an orthonormal basis for $H$ consisting of eigenvectors for $T$, and let $\left\{\lambda_{1}, \lambda_{2}, \ldots\right\}$ be the set of distinct eigenvalues for $T$. Because $T$ is a bounded operator, this set of $\lambda_{i}$ 's is a bounded subset of $\mathbb{C}$. For each $i=1,2, \ldots$, let $M_{i}$ be the eigenspace corresponding to the eigenvalue $\lambda_{i}$, and write $p_{i}$ for the projection onto $M_{i}$. Then the $p_{i}$ 's are pairwise orthogonal, and $I=\sum p_{i}$.
Now, for each subset $E \subseteq \mathbb{C}$, define

$$
p_{E}=\sum_{\lambda_{i} \in E} p_{i}
$$

Then $E \rightarrow p_{E}$ is a projection-valued measure supported on the compact set $\overline{\left\{\lambda_{i}\right\}}$, and we let $S$ be the normal operator given by $S=\int \lambda d p(\lambda)$. If $v \in M_{i}$, then $v$ belongs to the range of $p_{\left\{\lambda_{i}\right\}}$, whence $v=p_{\left\{\lambda_{i}\right\}}(v)$. It
follows then that

$$
\begin{aligned}
T(v) & =\lambda_{i} v \\
& =\lambda_{i} p_{\left\{\lambda_{i}\right\}}(v) \\
& =\left[\int \lambda \chi_{\left\{\lambda_{i}\right\}}(\lambda) d p(\lambda)\right](v) \\
& =\left[\int \lambda d p(\lambda)\right]\left(\left[\int \chi_{\left\{\lambda_{i}\right\}}(\lambda) d p(\lambda)\right](v)\right) \\
& =S\left(p_{\left\{\lambda_{i}\right\}}(v)\right) \\
& =S(v)
\end{aligned}
$$

Since this holds for each $i$, we have that $T=S$, showing that 2 implies 1.

The next theorem describes a subtle but important distinction between the spectrum and the essential spectrum. However, the true essence of the essential spectrum is only evident in Theorem 11.9.

THEOREM 11.4. Let $T$ be a normal operator on a separable Hilbert space $H$. Then
(1) $\lambda_{0} \in \operatorname{sp}(T)$ if and only if there exists a sequence $\left\{v_{n}\right\}$ of unit vectors in $H$ such that

$$
\lim \left\|T\left(v_{n}\right)-\lambda_{0} v_{n}\right\|=0
$$

(2) $\lambda_{0} \in s p_{e}(T)$ if and only if there exists an infinite sequence $\left\{v_{n}\right\}$ of orthonormal vectors for which

$$
\lim \left\|T\left(v_{n}\right)-\lambda_{0} v_{n}\right\|=0
$$

PROOF. (1) If $\lambda_{0}$ belongs to the point spectrum of $T$, then there exists a unit vector $v$ (any unit vector in the range of $p_{\left\{\lambda_{0}\right\}}$ ) such that $T(v)-$ $\lambda_{0} v=0$. Therefore, the constant sequence $v_{n} \equiv v$ satisfies

$$
\lim \left\|T\left(v_{n}\right)-\lambda_{0} v_{n}\right\|=0
$$

(2) If $\lambda_{0}$ belongs to the point spectrum of $T$, and the multiplicity $m\left(\lambda_{0}\right)$ is infinity, then there exists an infinite orthonormal sequence $\left\{v_{n}\right\}$ in the range of $p_{\left\{\lambda_{0}\right\}}$ such that $T\left(v_{n}\right)-\lambda_{0} v_{n} \equiv 0$.
(3) Suppose $\lambda_{0} \in \operatorname{sp}(T)$ but $\lambda_{0} \notin \operatorname{sp}_{d}(T)$. For each positive integer $k$, let $U_{k}=\operatorname{sp}(T) \cap B_{1 / k}\left(\lambda_{0}\right)$. Then each $U_{k}$ is a nonempty open subset
of $\operatorname{sp}(T)$, whence $p_{U_{k}} \neq 0$ for all $k$. In fact, since $\lambda_{0}$ is not a discrete point in the spectrum of $T$, there exists an increasing sequence $\left\{k_{n}\right\}$ of positive integers such that $p_{F_{n}} \neq 0$ for every $n$, where $F_{n}=U_{k_{n}}-U_{k_{n+1}}$. (Why?) Choosing $v_{n}$ to be a unit vector in the range of the projection $p_{F_{n}}$, we see that the sequence $\left\{v_{n}\right\}$ is infinite and orthonormal. Further, we have

$$
\begin{aligned}
\left\|T\left(v_{n}\right)-\lambda_{0} v_{n}\right\| & =\left\|T\left(p_{F_{n}}\left(v_{n}\right)\right)-\lambda_{0} p_{F_{n}}\left(v_{n}\right)\right\| \\
& =\left\|\left[\int \lambda \chi_{F_{n}}(\lambda) d p(\lambda)\right]\left(v_{n}\right)-\left[\int \lambda_{0} \chi_{F_{n}}(\lambda) d p(\lambda)\right]\left(v_{n}\right)\right\| \\
& =\left\|\left[\int\left(\lambda-\lambda_{0}\right) \chi_{F_{n}}(\lambda) d p(\lambda)\right]\left(v_{n}\right)\right\| \\
& \leq \sup _{\lambda \in F_{n}}\left|\lambda-\lambda_{0}\right| \\
& \leq \sup _{\lambda \in U_{k_{n}}}\left|\lambda-\lambda_{0}\right| \\
& \leq 1 / k_{n}
\end{aligned}
$$

This shows that $\lim _{n}\left\|T\left(v_{n}\right)-\lambda_{0} v_{n}\right\|=0$.
(4) If $\lambda_{0} \notin \operatorname{sp}(T)$, then $T-\lambda_{0} I$ is invertible in $B(H)$. So, if $\left\{v_{n}\right\}$ were a sequence of unit vectors, for which $\lim _{n}\left(T\left(v_{n}\right)-\lambda_{0} v_{n}\right)=0$, then $\lim v_{n}=$ $\lim \left(T-\lambda_{0} I\right)^{-1}\left(\left(T-\lambda_{0} I\right)\left(v_{n}\right)\right)=0$, which would be a contradiction. The completion of this proof is left to the exercise that follows.

EXERCISE 11.6. Use results 1-4 above to complete the proof of Theorem 11.4.

We next introduce some important classes of operators on an infinite dimensional Hilbert space. Most of these classes are defined in terms of the spectral measures of their elements.
DEFINITION. Let $H$ be an infinite-dimensional separable Hilbert space. (1) An element $T \in B(H)$ is a finite rank operator if its range is finite dimensional.
(2) A positive operator $T$ is a compact operator if it has purely atomic spectrum, and this spectrum consists of a (possibly finite) strictly decreasing sequence $\left\{\lambda_{i}\right\}$ of nonnegative numbers, such that $0=\lim \lambda_{i}$, and such that the multiplicity $m\left(\lambda_{i}\right)$ is finite for every $\lambda_{i}>0 \in \operatorname{sp}(T)$. (If the sequence $\lambda_{1}, \lambda_{2}, \ldots$ is finite, then the statement $0=\lim \lambda_{i}$ means that $\lambda_{N}=0$ for some (the last) $N$. Evidently each positive element $\lambda_{i}$ of this spectrum is a discrete point, whence each positive $\lambda_{i}$ of the spectrum is an eigenvalue for $T$.) A selfadjoint element $T=T_{+}-T_{-} \in B(H)$
is a compact operator if its positive and negative parts $T_{+}$and $T_{-}$are compact operators, and a general element $T=T_{1}+i T_{2} \in B(H)$ is a compact operator if its real and imaginary parts $T_{1}$ and $T_{2}$ are compact operators.
(3) A positive operator $T$ is a trace class operator if it is a compact operator, with positive eigenvalues $\lambda_{1}, \lambda_{2}, \ldots$, for which

$$
\sum \lambda_{i} m\left(\lambda_{i}\right)<\infty
$$

A selfadjoint element $T=T_{+}-T_{-} \in B(H)$ is a trace class operator if its positive and negative parts $T_{+}$and $T_{-}$are trace class operators, and a general $T=T_{1}+i T_{2} \in B(H)$ is a trace class operator if its real and imaginary parts $T_{1}$ and $T_{2}$ are trace class operators.
(4) A positive operator $T$ is a Hilbert-Schmidt operator if it is a compact operator, with positive eigenvalues $\lambda_{1}, \lambda_{2}, \ldots$, for which

$$
\sum \lambda_{i}^{2} m\left(\lambda_{i}\right)<\infty
$$

A selfadjoint element $T=T_{+}-T_{-} \in B(H)$ is a Hilbert-Schmidt operator if its positive and negative parts $T_{+}$and $T_{-}$are Hilbert-Schmidt operators, and a general $T=T_{1}+i T_{2} \in B(H)$ is a Hilbert-Schmidt operator if its real and imaginary parts $T_{1}$ and $T_{2}$ are Hilbert-Schmidt operators.

EXERCISE 11.7. Let $H$ be a Hilbert space.
(a) Let $T$ be in $B(H)$. Prove that the closure of the range of $T$ is the orthogonal complement of the kernel of $T^{*}$. Conclude that $T$ is a finite rank operator if and only if $T^{*}$ is a finite rank operator.
(b) Show that the set of finite rank operators forms a two-sided selfadjoint ideal in $B(H)$.
(c) Show that $T$ is a finite rank operator if and only if $|T|$ is a finite rank operator.
(d) Show that every finite rank operator is a trace class operator, and that every trace class operator is a Hilbert-Schmidt operator.
(e) Using multiplication operators on $l^{2}$ (see Exercise 11.5), show that the inclusions in part d are proper. Show also that the set of HilbertSchmidt operators is a proper subset of the set of compact operators on $l^{2}$ and that the set of compact operators is a proper subset of $B\left(l^{2}\right)$.
(f) Prove that every normal compact operator $T$ has purely atomic spectrum. Conclude that, if $T$ is a compact normal operator, then there exists an orthonormal basis of $H$ consisting of eigenvectors for $T$.

THEOREM 11.5. (Characterization of Compact Operators) Suppose $T$ is a bounded operator on a separable infinite-dimensional Hilbert space $H$. Then the following properties are equivalent:
(1) $T$ is a compact operator.
(2) If $\left\{x_{n}\right\}$ is any bounded sequence of vectors in $H$, then $\left\{T\left(x_{n}\right)\right\}$ has a convergent subsequence.
(3) $T\left(B_{1}\right)$ has a compact closure in $H$.
(4) If $\left\{x_{n}\right\}$ is a sequence of vectors in $H$ that converges weakly to 0 , then the sequence $\left\{T\left(x_{n}\right)\right\}$ converges in norm to 0 .
(5) $T$ is the limit in $B(H)$ of a sequence of finite rank operators.

PROOF. Let us first show that 1 implies 5 . It will suffice to show this for $T$ a positive compact operator. Thus, let $\left\{\lambda_{1}, \lambda_{2}, \ldots\right\}$ be the strictly decreasing (finite or infinite) sequence of positive elements of $\operatorname{sp}(T)$. Using the Spectral Theorem and the fact that $T$ has purely atomic spectrum, write

$$
T=\int \lambda d p(\lambda)=\sum_{i} \lambda_{i} p_{\left\{\lambda_{i}\right\}}
$$

Evidently, if there are only a finite number of $\lambda_{i}$ 's, then $T$ is itself a finite rank operator, since the dimension of the range of each $p_{\left\{\lambda_{i}\right\}}$, for $\lambda_{i}>0$, is finite, and 5 follows. Hence, we may assume that the sequence $\left\{\lambda_{i}\right\}$ is infinite. Define a sequence $\left\{T_{k}\right\}$ of operators by

$$
\begin{aligned}
T_{k} & =\sum_{i=1}^{k} \lambda_{i} p_{\left\{\lambda_{i}\right\}} \\
& =\int \chi_{\left[\lambda_{k}, \infty\right)}(\lambda) \lambda d p(\lambda) .
\end{aligned}
$$

Then each $T_{k}$ is a finite rank operator. Further,

$$
\left\|T-T_{k}\right\|=\left\|\int \chi_{\left[0, \lambda_{k}\right)}(\lambda) \lambda d p(\lambda)\right\| \leq \lambda_{k}
$$

Hence, $T=\lim T_{k}$ in norm, giving 5 .
We show next that 5 implies 4 . Suppose then that $T=\lim T_{k}$ in norm, where each $T_{k}$ is a finite rank operator. Let $\left\{x_{n}\right\}$ be a sequence in $H$ that converges weakly to 0 , and let $\epsilon>0$ be given. Then, by the Uniform Boundedness Theorem, the sequence $\left\{x_{n}\right\}$ is uniformly bounded, and

$$
\left\|T\left(x_{n}\right)\right\| \leq\left\|\left(T-T_{k}\right) x_{n}\right\|+\left\|T_{k}\left(x_{n}\right)\right\|
$$

Choose $k$ so that $\left\|\left(T-T_{k}\right)\left(x_{n}\right)\right\|<\epsilon / 2$ for all $n$. For this $k$, the sequence $\left\{T_{k}\left(x_{n}\right)\right\}$ is contained in the finite dimensional subspace $M$ that is the range of $T_{k}$, and converges weakly to 0 there. Since all vector space topologies are identical on a finite dimensional space, we have that, for this fixed $k$, the sequence $\left\{T_{k}\left(x_{n}\right)\right\}$ also converges to 0 in norm. Choose $N$ so that $\left\|T_{k}\left(x_{n}\right)\right\|<\epsilon / 2$ for all $n \geq N$. Then $\left\|T\left(x_{n}\right)\right\|<\epsilon$ if $n \geq N$, and the sequence $\left\{T\left(x_{n}\right)\right\}$ converges to 0 in norm, as desired.
We leave to the exercises the fact that properties 2,3 , and 4 are equivalent (for any element of $B(H)$ ). Let us show finally that 4 implies 1 . Thus, suppose $T$ satisfies 4 . Then $T^{*}$ also satisfies 4 . For, if the sequence $\left\{x_{n}\right\}$ converges to 0 weakly, then the sequence $\left\{T^{*}\left(x_{n}\right)\right\}$ also converges to 0 weakly. Hence, the sequence $\left\{T\left(T^{*}\left(x_{n}\right)\right)\right\}$ converges to 0 in norm. Since
$\left\|T^{*}\left(x_{n}\right)\right\|^{2}=\left(T^{*}\left(x_{n}\right), T^{*}\left(x_{n}\right)\right)=\left(T\left(T^{*}\left(x_{n}\right)\right), x_{n}\right) \leq\left\|T\left(T^{*}\left(x_{n}\right)\right)\right\|\left\|x_{n}\right\|$,
it follows that the sequence $\left\{T^{*}\left(x_{n}\right)\right\}$ converges to 0 in norm. Consequently, the real and imaginary parts $T_{1}$ and $T_{2}$ of $T$ satisfy 4 , and we may assume that $T$ is selfadjoint. Write $T=T_{+}-T_{-}$in terms of its positive and negative parts. By part b of Exercise 11.1, we see that both $T_{+}$and $T_{-}$satisfy 4 , so that we may assume that $T$ is a positive operator. Let $p$ be the spectral measure for $T$, and note that for each positive $\epsilon$, we must have that the range of $p_{(\epsilon, \infty)}$ must be finite dimensional. Otherwise, there would exist an orthonormal sequence $\left\{x_{n}\right\}$ in this range. Such an orthonormal sequence converges to 0 weakly, but, by part b of Exercise 9.11, $\left\|T\left(x_{n}\right)\right\| \geq \epsilon$ for all $n$, contradicting 4. Hence, $\operatorname{sp}(T) \cap(\epsilon, \infty)$ is a finite set for every positive $\epsilon$, whence the spectrum of $T$ consists of a decreasing sequence of nonnegative numbers whose limit is 0 . It also follows as in the above that each $p_{\{\lambda\}}$, for $\lambda>0 \in \operatorname{sp}(T)$, must have a finite dimensional range, whence $T$ is a compact operator, completing the proof that 4 implies 1 .

EXERCISE 11.8. (Completing the Proof of the Preceding Theorem) Let $T$ be an arbitrary element of $B(H)$.
(a) Assume 2. Show that $T\left(B_{1}\right)$ is totally bounded in $H$, and then conclude that 3 holds. (A subset $E$ of a metric space $X$ is called totally bounded if for every positive $\epsilon$ the set $E$ is contained in a finite union of sets of diameter less than $\epsilon$.)
(b) Prove that 3 implies 4.
(c) Prove that 4 implies 2.

EXERCISE 11.9. (Properties of the Set of Compact Operators)
(a) Prove that the set $K$ of all compact operators forms a proper closed two-sided selfadjoint ideal in the $C^{*}$-algebra $B(H)$.
(b) Prove that an element $T \in B(H)$ is a compact operator if and only if $|T|$ is a compact operator.
(c) Show that no compact operator can be invertible.
(d) Show that the essential spectrum of a normal compact operator is singleton 0 .

THEOREM 11.6. (Characterization of Hilbert-Schmidt Operators) Let $H$ be a separable infinite-dimensional Hilbert space.
(1) If $T$ is any element of $B(H)$, then the extended real number

$$
\sum_{i}\left\|T\left(\phi_{i}\right)\right\|^{2}
$$

is independent of which orthonormal basis $\left\{\phi_{i}\right\}$ is used. Further,

$$
\sum_{i}\left\|T\left(\phi_{i}\right)\right\|^{2}=\sum_{i}\left\|T^{*}\left(\phi_{i}\right)\right\|^{2}
$$

(2) An operator $T$ is a Hilbert-Schmidt operator if and only if

$$
\sum_{i}\left\|T\left(\phi_{i}\right)\right\|^{2}<\infty
$$

for some (hence every) orthonormal basis $\left\{\phi_{i}\right\}$ of $H$.
(3) The set of all Hilbert-Schmidt operators is a two-sided selfadjoint ideal in the algebra $B(H)$.

PROOF. Suppose $T \in B(H)$ and that there exists an orthonormal basis $\left\{\phi_{i}\right\}$ such that

$$
\sum_{i}\left\|T\left(\phi_{i}\right)\right\|^{2}=M<\infty
$$

Let $\left\{\psi_{i}\right\}$ be another orthonormal basis.

Then

$$
\begin{aligned}
\sum_{i}\left\|T\left(\psi_{i}\right)\right\|^{2} & =\sum_{i} \sum_{j}\left|\left(T\left(\psi_{i}\right), \phi_{j}\right)\right|^{2} \\
& =\sum_{i} \sum_{j}\left|\left(\psi_{i}, T^{*}\left(\phi_{j}\right)\right)\right|^{2} \\
& =\sum_{j}\left\|T^{*}\left(\phi_{j}\right)\right\|^{2} \\
& =\sum_{j} \sum_{i}\left|\left(T^{*}\left(\phi_{j}\right), \phi_{i}\right)\right|^{2} \\
& =\sum_{j} \sum_{i}\left|\left(\phi_{j}, T\left(\phi_{i}\right)\right)\right|^{2} \\
& =\sum_{i}\left\|T\left(\phi_{i}\right)\right\|^{2}
\end{aligned}
$$

which completes the proof of part 1 .
Next, suppose $T$ is a Hilbert-Schmidt operator. We wish to show that

$$
\sum_{i}\left\|T\left(\phi_{i}\right)\right\|^{2}<\infty
$$

for some orthonormal basis $\left\{\phi_{i}\right\}$ of $H$. Since $T$ is a linear combination of 4 positive Hilbert-Schmidt operators, and since

$$
\left\|\sum_{i=1}^{4} T_{i}(\phi)\right\|^{2} \leq 16 \sum_{i=1}^{4}\left\|T_{i}(\phi)\right\|^{2}
$$

it will suffice to show the desired inequality under the assumption that $T$ itself is a positive operator. Thus, let $\left\{\lambda_{n}\right\}$ be the spectrum of $T$, and recall that the nonzero $\lambda_{n}$ 's are the eigenvalues for $T$. Since $T$ has a purely atomic spectrum, there exists an orthonormal basis $\left\{\phi_{i}\right\}$ for $H$ consisting of eigenvectors for $T$. Then,

$$
\sum_{i}\left\|T\left(\phi_{i}\right)\right\|^{2}=\sum_{n} \lambda_{n}^{2} m\left(\lambda_{n}\right)<\infty
$$

Conversely, let $T$ be in $B(H)$ and suppose there exists an orthonormal basis $\left\{\phi_{i}\right\}$ such that the inequality in part 2 holds for $T=T_{1}+i T_{2}$. It
follows from part 1 that the same inequality holds as well for $T^{*}=T_{1}-$ $i T_{2}$. It then follows that the inequality holds for the real and imaginary parts $T_{1}=\left(T+T^{*}\right) / 2$ and $T_{2}=\left(T-T^{*}\right) / 2 i$ of $T$. It will suffice then to assume that $T$ is selfadjoint, and we write $T=T_{+}-T_{-}$in terms of its positive and negative parts. Now, from part b of Exercise 11.1, it follows that the inequality in part 2 must hold for $T_{+}$and $T_{-}$, so that it will suffice in fact to assume that $T$ is positive. We show first that $T$ is a compact operator. Thus, let $\left\{v_{k}\right\}$ be a sequence of vectors in $H$ that converges weakly to 0 , and write

$$
v_{k}=\sum_{i} a_{k i} \phi_{i}
$$

Note that for each $i$, we have $0=\lim _{k}\left(v_{k}, \phi_{i}\right)=\lim _{k} a_{k i}$. Let $M$ be an upper bound for the sequence $\left\{\left\|v_{k}\right\|\right\}$. Then, given $\epsilon>0$, there exists an $N$ such that $\sum_{i=N}^{\infty}\left\|T\left(\phi_{i}\right)\right\|^{2}<(\epsilon / 2 M)^{2}$. Then, there exists a $K$ such that $\left|a_{k i}\right| \leq \epsilon / 2 N\|T\|$ for all $1 \leq i \leq N-1$ and all $k \geq K$. Then,

$$
\begin{aligned}
\left\|T\left(v_{k}\right)\right\| & =\left\|T\left(\sum_{i} a_{k i} \phi_{i}\right)\right\| \\
& =\left\|\sum_{i} a_{k i} T\left(\phi_{i}\right)\right\| \\
& \leq \sum_{i=1}^{N-1}\left|a_{k i}\right|\left\|T\left(\phi_{i}\right)\right\|+\sum_{i=N}^{\infty}\left|a_{k i}\right|\left\|T\left(\phi_{i}\right)\right\| \\
& <\epsilon / 2+\sqrt{\sum_{i=N}^{\infty}\left|a_{k i}\right|^{2}} \times \sqrt{\sum_{i=N}^{\infty}\left\|T\left(\phi_{i}\right)\right\|^{2}} \\
& <\epsilon / 2+\left\|v_{k}\right\| \times \epsilon / 2 M \\
& \leq \epsilon
\end{aligned}
$$

showing that the sequence $\left\{T\left(v_{k}\right)\right\}$ converges to 0 in norm. Hence, $T$ is a (positive) compact operator. Now, using part 1 and an orthonormal basis of eigenvectors for $T$, we have that

$$
\sum_{i} \lambda_{i}^{2} m\left(\lambda_{i}\right)<\infty
$$

whence $T$ is a Hilbert-Schmidt operator. This completes the proof of part 2.

We leave the verification of part 3 to an exercise.
EXERCISE 11.10. (The Space of All Hilbert-Schmidt Operators)
(a) If $T$ is a Hilbert-Schmidt operator and $S$ is an arbitrary element of $B(H)$, show that $T S$ and $S T$ are Hilbert-Schmidt operators.
(b) Show that $T$ is a Hilbert-Schmidt operator if and only if $|T|$ is a Hilbert-Schmidt operator.
(c) Prove part 3 of the preceding theorem.
(d) For $T$ and $S$ Hilbert-Schmidt operators, show that

$$
\sum_{i}\left(T\left(\phi_{i}\right), S\left(\phi_{i}\right)\right)=\sum_{i}\left(S^{*} T\left(\phi_{i}\right), \phi_{i}\right)
$$

exists and is independent of which orthonormal basis $\left\{\phi_{i}\right\}$ is used.
(e) Let $B_{\mathrm{hs}}(H)$ denote the complex vector space of all Hilbert-Schmidt operators on $H$, and on $B_{\mathrm{hs}}(H) \times B_{\mathrm{hs}}(H)$ define

$$
(T, S)=\sum_{i}\left(S^{*} T\left(\phi_{i}\right), \phi_{i}\right),
$$

where $\left\{\phi_{i}\right\}$ is an orthonormal basis. Verify that $(T, S)$ is a well-defined inner product on $B_{\mathrm{hs}}(H)$, and that $B_{\mathrm{hs}}(H)$ is a Hilbert space with respect to this inner product. This inner product is called the HilbertSchmidt inner product.
(f) If $T$ is a Hilbert-Schmidt operator, define the Hilbert-Schmidt norm $\|T\|_{\text {hs }}$ of $T$ by

$$
\|T\|_{\mathrm{hs}}=\sqrt{(T, T)}=\sqrt{\sum\left\|T\left(\phi_{i}\right)\right\|^{2}}
$$

Prove that $\|T\| \leq\|T\|_{\text {hs }}$. Show further that, if $T$ is a Hilbert-Schmidt operator and $S$ is an arbitrary element of $B(H)$, then

$$
\|S T\|_{\mathrm{hs}} \leq\|S\|\|T\|_{\mathrm{hs}}
$$

(g) Show that $B_{\mathrm{hs}}(H)$ is a Banach $*$-algebra with respect to the HilbertSchmidt norm.

THEOREM 11.7. (The Space of Trace Class Operators)
(1) An operator $T \in B(H)$ is a trace class operator if and only if

$$
\sum_{i}\left|\left(T\left(\psi_{i}\right), \phi_{i}\right)\right|<\infty
$$

for every pair of orthonormal sets $\left\{\psi_{i}\right\}$ and $\left\{\phi_{i}\right\}$.
(2) The set of all trace class operators is a two-sided selfadjoint ideal in the algebra $B(H)$.
(3) An operator $T$ is a trace class operator if and only if there exist two Hilbert-Schmidt operators $S_{1}$ and $S_{2}$ such that $T=S_{1} \circ S_{2}$.

PROOF. Since every trace class operator is a linear combination of four positive trace class operators, it will suffice, for the "only if" part of 1 , to assume that $T$ is positive. Thus, let $\left\{\eta_{n}\right\}$ be an orthonormal basis of eigenvectors for $T$, and write

$$
M=\sum_{n}\left(T\left(\eta_{n}\right), \eta_{n}\right)=\sum_{i} \lambda_{i} m\left(\lambda_{i}\right),
$$

where the $\lambda_{i}$ 's are the eigenvalues for $T$. If $\left\{\psi_{i}\right\}$ and $\left\{\phi_{i}\right\}$ are any orthonormal sets, write

$$
\psi_{i}=\sum_{n} a_{n i} \eta_{n},
$$

where $a_{n i}=\left(\psi_{i}, \eta_{n}\right)$, and

$$
\phi_{i}=\sum_{n} b_{n i} \eta_{n},
$$

where $b_{n i}=\left(\phi_{i}, \eta_{n}\right)$. Then

$$
\begin{aligned}
\sum_{i}\left|\left(T\left(\psi_{i}\right), \phi_{i}\right)\right| & =\sum_{i}\left|\sum_{n} \sum_{m} a_{n i} \overline{b_{m i}}\left(T\left(\eta_{n}\right), \eta_{m}\right)\right| \\
& =\sum_{i}\left|\sum_{n} a_{n i} \overline{b_{n i}}\left(T\left(\eta_{n}\right), \eta_{n}\right)\right| \\
& \leq \sum_{n}\left(T\left(\eta_{n}\right), \eta_{n}\right) \times \sqrt{\sum_{i}\left|a_{n i}\right|^{2}} \times \sqrt{\sum_{i}\left|b_{n i}\right|^{2}} \\
& =\sum_{n}\left(T\left(\eta_{n}\right), \eta_{n}\right) \times \sqrt{\sum_{i}\left|\left(\eta_{n}, \psi_{i}\right)\right|^{2}} \times \sqrt{\sum_{i}\left|\left(\eta_{n}, \phi_{i}\right)\right|^{2}} \\
& \leq \sum_{n}\left(T\left(\eta_{n}\right), \eta_{n}\right)\left\|\eta_{n}\right\|\left\|\eta_{n}\right\| \\
& =M,
\end{aligned}
$$

showing that the condition in 1 holds. We leave the converse to the exercises.

It clearly follows from part 1 that the set of trace class operators forms a vector space, and it is equally clear that if $T$ is a trace class operator, i.e., satisfies the inequality in 1 , then $T^{*}$ is also a trace class operator. To see that the trace class operators form a two-sided selfadjoint ideal, it will suffice then to show that $S T$ is a trace class operator whenever $S \in B(H)$ and $T$ is a positive trace class operator. Thus, let $\left\{\eta_{n}\right\}$ be an orthonormal basis of eigenvectors for $T$, and let $\left\{\psi_{i}\right\}$ and $\left\{\phi_{i}\right\}$ be arbitrary orthonormal sets. Write

$$
\psi_{i}=\sum_{n} a_{n i} \eta_{n}
$$

and

$$
S^{*}\left(\phi_{i}\right)=\sum_{n} b_{m i} \eta_{m}
$$

Then

$$
\begin{aligned}
\sum_{i}\left|\left(S T\left(\psi_{i}\right), \phi_{i}\right)\right|= & \sum_{i}\left|\sum_{n} \sum_{m} a_{n i} \overline{b_{m i}}\left(T\left(\eta_{n}\right), \eta_{m}\right)\right| \\
= & \sum_{i}\left|\sum_{n} a_{n i} \overline{b_{n i}}\left(T\left(\eta_{n}\right), \eta_{n}\right)\right| \\
\leq & \sum_{i} \sum_{n}\left|a_{n i} b_{n i}\right|\left(T\left(\eta_{n}\right), \eta_{n}\right) \\
\leq & \sum_{n}\left(T\left(\eta_{n}\right), \eta_{n}\right) \\
& \times \sqrt{\sum_{i}\left|a_{n i}\right|^{2}} \sqrt{\sum_{k}\left|b_{n k}\right|^{2}} \\
= & \sum_{n}\left(T\left(\eta_{n}\right), \eta_{n}\right) \\
& \times \sqrt{\sum_{i}\left|\left(\eta_{n}, \psi_{i}\right)\right|^{2}} \sqrt{\sum_{k}\left|\left(\eta_{n}, S^{*}\left(\phi_{k}\right)\right)\right|^{2}} \\
= & \sum_{n}\left(T\left(\eta_{n}\right), \eta_{n}\right)\left\|\eta_{n}\right\|\left\|\mid S\left(\eta_{n}\right)\right\| \\
\leq & \|S\| \sum_{n}\left(T\left(\eta_{n}\right), \eta_{n}\right) \\
< & \infty
\end{aligned}
$$

showing, by part 1 , that $S T$ is trace class. This completes the proof of part 2.

We leave the proof of part 3 to the following exercise.
EXERCISE 11.11. (Completing the Preceding Proof)
(a) Suppose $T$ is a positive operator. Show that

$$
\sum_{j}\left(T\left(\psi_{j}\right), \psi_{j}\right)=\sum_{n}\left(T\left(\phi_{n}\right), \phi_{n}\right)
$$

for any pair of orthonormal bases $\left\{\psi_{j}\right\}$ and $\left\{\phi_{n}\right\}$. Suppose next that

$$
\sum_{n}\left(T\left(\phi_{n}\right), \phi_{n}\right)<\infty
$$

Prove that $\sqrt{T}$ is a Hilbert-Schmidt operator, and deduce from this that $T$ is a trace class operator.
(b) Suppose $T$ is a selfadjoint operator, and write $T=T_{+}-T_{-}$in terms of its positive and negative parts. Assume that $\sum_{n}\left|\left(T\left(\phi_{n}\right), \phi_{n}\right)\right|<\infty$ for every orthonormal set $\left\{\phi_{n}\right\}$. Prove that $T$ is a trace class operator. HINT: Choose the orthonormal set to be a basis for the closure of the range of $T_{+}$.
(c) Prove the rest of part 1 of the preceding theorem.
(d) Prove that $T$ is a trace class operator if and only if $|T|$ is a trace class operator.
(e) Prove part 3 of the preceding theorem.

EXERCISE 11.12. (The Space of Trace Class Operators)
(a) If $T$ is a trace class operator, define

$$
\|T\|_{\mathrm{tr}}=\sup _{\left\{\psi_{n}\right\},\left\{\phi_{n}\right\}} \sum_{n}\left|\left(T\left(\psi_{n}\right), \phi_{n}\right)\right|,
$$

where the supremum is taken over all pairs of orthonormal sets $\left\{\psi_{n}\right\}$ and $\left\{\phi_{n}\right\}$. Prove that the assignment $T \rightarrow\|T\|_{\text {tr }}$ is a norm on the set $B_{\mathrm{tr}}(H)$ of all trace class operators. This norm is called the trace class norm.
(b) If $T$ is a trace class operator and $\left\{\phi_{n}\right\}$ is an orthonormal basis, show that the infinite series $\sum\left(T\left(\phi_{n}\right), \phi_{n}\right)$ is absolutely summable. Show further that

$$
\sum_{n}\left(T\left(\phi_{n}\right), \phi_{n}\right)=\sum_{n}\left(T\left(\psi_{n}\right), \psi_{n}\right)
$$

where $\left\{\phi_{n}\right\}$ and $\left\{\psi_{n}\right\}$ are any two orthonormal bases. We define the trace $\operatorname{tr}(T)$ of a trace class operator $T$ by

$$
\operatorname{tr}(T)=\sum_{n}\left(T\left(\phi_{n}\right), \phi_{n}\right)
$$

where $\left\{\phi_{n}\right\}$ is an orthonormal basis.
(c) Let $T$ be a positive trace class operator. Show that $\|T\|_{\text {tr }}=\operatorname{tr}(T)$. For an arbitrary trace class operator $T$, show that $\|T\|_{\text {tr }}=\operatorname{tr}(|T|)$. HINT: Expand everything in terms of an orthonormal basis consisting of eigenvectors for $|T|$.
(d) Let $T$ be a trace class operator and $S$ be an element of $B(H)$. Prove that

$$
\|S T\|_{\mathrm{tr}} \leq\|S\|\|T\|_{\mathrm{tr}}
$$

(e) Show that $B_{\mathrm{tr}}(H)$ is a Banach *-algebra with respect to the norm defined in part a.

EXERCISE 11.13. (a) Let $(S, \mu)$ be a $\sigma$-finite measure space. Show that if a nonzero multiplication operator $m_{f}$ on $L^{2}(\mu)$ is a compact operator, then $\mu$ must have some nontrivial atomic part. That is, there must exist at least one point $x \in S$ such that $\mu(\{x\})>0$.
(b) Suppose $\mu$ is a purely atomic $\sigma$-finite measure on a set $S$. Describe the set of all functions $f$ for which $m_{f}$ is a compact operator, a HilbertSchmidt operator, a trace class operator, or a finite rank operator.
(c) Show that no nonzero convolution operator $K_{f}$ on $L^{2}(\mathbb{R})$ is a compact operator. HINT: Examine the operator $U \circ K_{f} \circ U^{-1}$, for $U$ the $L^{2}$ Fourier transform.
(d) Let $(S, \mu)$ be a $\sigma$-finite measure space. Suppose $k(x, y)$ is a kernel on $S \times S$, and assume that $k \in L^{2}(\mu \times \mu)$. Prove that the integral operator $K$, determined by the kernel $k$, is a Hilbert-Schmidt operator, whence is a compact operator.
(e) Let $(S, \mu)$ be a $\sigma$-finite measure space, and let $T$ be a positive HilbertSchmidt operator on $L^{2}(\mu)$. Suppose $\left\{\phi_{1}, \phi_{2}, \ldots\right\}$ is an orthonormal basis of $L^{2}(\mu)$ consisting of eigenfunctions for $T$, and let $\lambda_{i}$ denote the eigenvalue corresponding to $\phi_{i}$. Define a kernel $k(x, y)$ on $S \times S$ by

$$
k(x, y)=\sum_{i=1}^{\infty} \lambda_{i} \phi_{i}(x) \overline{\phi_{i}(y)}
$$

Show that $k \in L^{2}(\mu \times \mu)$ and that $T$ is the integral operator determined by the kernel $k$. Show in general that, if $T$ is a Hilbert-Schmidt operator on $L^{2}(\mu)$, then there exists an element $k \in L^{2}(\mu \times \mu)$ such that

$$
T f(x)=\int k(x, y) f(y) d \mu(y)
$$

for all $f \in L^{2}(\mu)$. Conclude that there is a linear isometry between the Hilbert space $L^{2}(\mu \times \mu)$ and the Hilbert space $B_{\mathrm{hs}}\left(L^{2}(\mu)\right)$ of all HilbertSchmidt operators on $L^{2}(\mu)$.
(f) Let $S$ be a compact topological space, let $\mu$ be a finite Borel measure on $S$, and let $k$ be a continuous function on $S \times S$. Suppose $\phi \in L^{2}(\mu)$ is an eigenfunction, corresponding to a nonzero eigenvalue, for the integral operator $T$ determined by the kernel $k$. Prove that $\phi$ may be assumed to be continuous, i.e., agrees with a continuous function $\mu$ almost everywhere. Give an example to show that this is not true if $\mu$ is only assumed to be $\sigma$-finite.
(g) (Mercer's Theorem) Let $S, \mu, k$, and $T$ be as in part f. Suppose $T$ is a positive trace class operator. Prove that

$$
\operatorname{tr}(T)=\int_{S} k(x, x) d \mu(x)
$$

We turn next to an examination of "unbounded selfadjoint" operators. Our definition is derived from a generalization of the properties of bounded selfadjoint operators as described in Theorem 8.7.

DEFINITION. A linear transformation $T$ from a subspace $D$ of a Hilbert space $H$ into $H$ is called an unbounded selfadjoint operator on $H$ if
(1) $D$ is a proper dense subspace of $H$.
(2) $T$ is not continuous on $D$.
(3) $T$ is symmetric on $D$; i.e., $(T(x), y)=(x, T(y))$ for all $x, y \in D$.
(4) Both $I+i T$ and $I-i T$ map $D$ onto $H$.

If, in addition, $(T(x), x) \geq 0$ for all $x \in D$, then $T$ is called an unbounded positive operator on $H$.
The subspace $D$ is called the domain of $T$.
REMARK. Observe, from Theorem 9.8, that if $p$ is an $H$-projectionvalued measure on a Borel space $(S, \mathcal{B})$, then $\int f d p$ is an unbounded selfadjoint operator on $H$ for every real-valued Borel function $f$ on $S$ that is not in $L^{\infty}(p)$.
THEOREM 11.8. (Spectral Theorem for Unbounded Selfadjoint Operators) Let $H$ be a (separable and complex) Hilbert space.
(1) If $T$ is an unbounded selfadjoint operator on $H$, then there exists a unique $H$-projection-valued measure $p$ on $(\mathbb{R}, \mathcal{B})$ such that $T$ is the integral with respect to $p$ of the unbounded function
$f(\lambda)=\lambda$; i.e., $T=\int \lambda d p(\lambda)$. See Theorem 9.8. Further, $p$ is not supported on any compact interval in $\mathbb{R}$.
(2) If $p$ is an $H$-projection-valued measure on $(\mathbb{R}, \mathcal{B})$, that is not supported on any compact interval in $\mathbb{R}$, then $T=\int \lambda d p(\lambda)$ is an unbounded selfadjoint operator.
(3) The $\operatorname{map} p \rightarrow \int \lambda d p(\lambda)$ of part 2 is a 1-1 correspondence between the set of all $H$-projection-valued measures $p$ on $(\mathbb{R}, \mathcal{B})$ that are not supported on any compact interval in $\mathbb{R}$ and the set of all unbounded selfadjoint operators $T$ on $H$.

PROOF. Part 2 follows from Theorem 9.8. To see part 1 , let $T: D \rightarrow$ $H$ be an unbounded selfadjoint operator, and note that $I \pm i T$ is normincreasing on $D$, whence is 1-1 and onto $H$. Define $U=(I-i T)(I+i T)^{-1}$. Then $U$ maps $H$ onto itself and is an isometry. For if $y=(I+i T)^{-1}(x)$, then $x=(I+i T)(y)$, whence $\|x\|^{2}=\|y\|^{2}+\|T(y)\|^{2}$. But then

$$
\begin{aligned}
\|U(x)\|^{2} & =\|(I-i T)(y)\|^{2} \\
& =\|y\|^{2}+\|T(y)\|^{2} \\
& =\|x\|^{2} .
\end{aligned}
$$

Moreover,

$$
I+U=(I+i T)(I+i T)^{-1}+(I-i T)(I+i T)^{-1}=2(I+i T)^{-1}
$$

showing that $I+U$ maps $H 1$-1 and onto $D$. Similarly, we see that

$$
I-U=2 i T(I+i T)^{-1}
$$

whence

$$
T=-i(I-U)(I+U)^{-1}
$$

This unitary operator $U$ is called the Cayley transform of $T$.
By the Spectral Theorem for normal operators, we have that $U=$ $\int \mu d q(\mu)$, where $q$ is the spectral measure for $U$. Because $U$ is unitary, we know that $q$ is supported on the unit circle $\mathbb{T}$ in $\mathbb{C}$, and because $I+U=2(I+i T)^{-1}$ is $1-1$, we know that -1 is not an eigenvalue for $U$. Therefore, $q_{\{-1\}}=0$, and the function $h$ defined on $\mathbb{T}-\{-1\}$ by

$$
h(\mu)=-i(1-\mu) /(1+\mu)
$$

maps onto the real numbers $\mathbb{R}$. Defining $S=\int h(\mu) d q(\mu)$, we see from Theorem 9.8 that $S$ is an unbounded selfadjoint operator on $H$. By part c of Exercise 9.15, we have that

$$
\int(1 /(1+\mu)) d q(\mu)=(I+U)^{-1}
$$

and hence that

$$
S=-i(I-U)(I+U)^{-1}=T
$$

Finally, let $p=h_{*}(q)$ be the projection-valued measure defined on $(\mathbb{R}, \mathcal{B})$ by

$$
p_{E}=h_{*}(q)_{E}=q_{h^{-1}(E)} .
$$

From part e of Exercise 9.15, we then have that

$$
\int \lambda d p(\lambda)=\int h(\mu) d q(\mu)=S=T
$$

as desired.
We leave the uniqueness of $p$ to the exercise that follows. Part 3 is then immediate from parts 1 and 2.

DEFINITION. Let $T: D \rightarrow H$ be an unbounded selfadjoint operator and let $p$ be the unique projection-valued measure on $(\mathbb{R}, \mathcal{B})$ for which $T=\int \lambda d p(\lambda)$. The projection-valued measure $p$ is called the spectral measure for $T$.

EXERCISE 11.14. (a) Prove the uniqueness assertion in part 1 of the preceding theorem.
(b) Let $T: D \rightarrow H$ be an unbounded selfadjoint operator, let $p$ be its spectral measure, and let $U=(I-i T)(I+i T)^{-1}$ be its Cayley transform. Prove that

$$
U=\int[(1-i \lambda) /(1+i \lambda)] d p(\lambda)
$$

(c) Show that there is a $1-1$ correspondence between the set of all projection-valued measures on $(\mathbb{R}, \mathcal{B})$ and the set of all (bounded or unbounded) selfadjoint operators on a Hilbert space $H$.

DEFINITION. Let $T$ be an unbounded selfadjoint operator with domain $D$. A complex number $\lambda$ is said to belong to the resolvent of $T$ if the linear transformation $\lambda I-T$ maps $D 1-1$ and onto $H$ and $(\lambda I-T)^{-1}$ is a bounded operator on $H$. The spectrum $\operatorname{sp}(T)$ of $T$ is the complement of the resolvent of $T$.

If $f$ is a real-valued (bounded or unbounded) Borel function on $\mathbb{R}$, we write $f(T)$ for the operator $\int f(\lambda) d p(\lambda)$.
As in the case of a bounded normal operator, we make analogous definitions of point spectrum, continuous spectrum, discrete spectrum, and essential spectrum.

The following exercise is the natural generalization of Exercise 11.4 and Theorem 11.4 to unbounded selfadjoint operators.

EXERCISE 11.15. Let $T$ be an unbounded selfadjoint operator. Verify the following:
(a) The spectral measure $p$ for $T$ is supported on the spectrum of $T$; the spectrum of $T$ is contained in the set of real numbers; if $E$ is a closed subset of $\mathbb{C}$ for which $p_{E}=I$, then $E$ contains the spectrum of $T$.
(b) $\lambda \in \operatorname{sp}(T)$ if and only if there exists a sequence $\left\{v_{n}\right\}$ of unit vectors in $H$ such that

$$
\lim \left\|T\left(v_{n}\right)-\lambda v_{n}\right\|=0
$$

(c) $\lambda \in \operatorname{sp}_{p}(T)$ if and only if $\lambda$ is an eigenvalue for $T$, i.e., if and only if there exists a nonzero vector $v \in D$ such that $T(v)=\lambda v$.
(d) $\lambda \in \operatorname{sp}_{e}(T)$ if and only if there exists a sequence $\left\{v_{n}\right\}$ of orthonormal vectors for which

$$
\lim \left\|T\left(v_{n}\right)-\lambda v_{n}\right\|=0
$$

(e) $T$ is an unbounded positive operator if and only if $\operatorname{sp}(T)$ is a subset of the set of nonnegative real numbers.
THEOREM 11.9. (Invariance of the Essential Spectrum under a Compact Perturbation) Let $T: D \rightarrow H$ be an unbounded selfadjoint operator on a Hilbert space $H$, and let $K$ be a compact selfadjoint operator on $H$. Define $T^{\prime}: D \rightarrow H$ by $T^{\prime}=T+K$. Then $T^{\prime}$ is an unbounded selfadjoint operator, and

$$
s p_{e}\left(T^{\prime}\right)=s p_{e}(T)
$$

That is, the essential spectrum is invariant under "compact perturbations."

EXERCISE 11.16. Prove Theorem 11.9.
EXERCISE 11.17. (a) Let $T$ be an unbounded selfadjoint operator with domain $D$ on a Hilbert space $H$. Prove that the graph of $T$ is a closed subset of $H \times H$.
(b) Let $H=L^{2}([0,1])$, let $D$ be the subspace of $H$ consisting of the absolutely continuous functions $f$, whose derivative $f^{\prime}$ belongs to $H$ and
for which $f(0)=f(1)$. Define $T: D \rightarrow H$ by $T(f)=i f^{\prime}$. Prove that $T$ is an unbounded selfadjoint operator on $H$. HINT: To show that $I \pm i T$ is onto, you must find a solution to the first order linear differential equation:

$$
y^{\prime} \pm y=f
$$

(c) Let $H=L^{2}([0,1])$, let $D$ be the subspace of $H$ consisting of the absolutely continuous functions $f$, whose derivative $f^{\prime}$ belongs to $H$ and for which $f(0)=f(1)=0$. Define $T: D \rightarrow H$ by $T(f)=i f^{\prime}$. Prove that $T$ is not an unbounded selfadjoint operator.
(d) Let $H=L^{2}([0,1])$, let $D$ be the subspace of $H$ consisting of the absolutely continuous functions $f$, whose derivative $f^{\prime}$ belongs to $H$ and for which $f(0)=0$. Define $T: D \rightarrow H$ by $T(f)=i f^{\prime}$. Prove that $T$ is not an unbounded selfadjoint operator.
We give next a different characterization of unbounded selfadjoint operators. This characterization essentially deals with the size of the domain $D$ of the operator and is frequently given as the basic definition of an unbounded selfadjoint operator. This characterization is also a useful means of determining whether or not a given $T: D \rightarrow H$ is an unbounded selfadjoint operator.

THEOREM 11.10. Let $D$ be a proper dense subspace of a separable Hilbert space $H$, and let $T: D \rightarrow H$ be a symmetric linear transformation of $D$ into $H$. Then $T$ is an unbounded selfadjoint operator if and only if the following condition on the domain $D$ holds: If $x \in H$ is such that the function $y \rightarrow(T(y), x)$ is continuous on $D$, then $x$ belongs to D.

PROOF. Suppose $T: D \rightarrow H$ is an unbounded selfadjoint operator and that an $x \in H$ satisfies the given condition. Then the map sending $y \in D$ to $((I+i T)(y), x)$ is continuous on $D$, and so has a unique continuous extension to all of $H$. By the Riesz Representation Theorem for Hilbert spaces, there exists a $w \in H$ such that

$$
((I+i T)(y), x)=(y, w)
$$

for all $y \in D$. Since $I-i T$ maps $D$ onto $H$, there exists a $v \in D$ such that $w=(I-i T)(v)$. Therefore,

$$
\begin{aligned}
((I+i T)(y), x) & =(y, w) \\
& =(y,(I-i T)(v)) \\
& =((I+i T)(y), v)
\end{aligned}
$$

for all $y \in D$, showing that $(z, x)=(z, v)$ for all $z \in H$, whence $x=v$, and $x \in D$.
Conversely, assume that the condition holds. We must show that $T$ is an unbounded selfadjoint operator. We must verify that $I \pm i T$ maps $D$ onto $H$. We show first that the range of $I+i T$ is dense. Thus, let $x$ be a vector orthogonal to the range of $I+i T$. Then the map $y \rightarrow((I+i T)(y), x)$ is identically 0 on $D$, showing that $(T(y), x)=i(y, x)$, and therefore the map $y \rightarrow(T(y), x)$ is continuous on $D$. By the condition, $x \in D$, and we have

$$
0=((I+i T)(x), x)=(x, x)+i(T(x), x)
$$

implying that $\|x\|^{2}=-i(T(x), x)$, which implies that $x=0$ since $(T(x), x)$ is real. Hence, the range of $I+i T$ is dense in $H$. Of course, a similar argument shows that the range of $I-i T$ is dense in $H$.
To see that the range of $I+i T$ is closed, let $y \in H$, and suppose $y=$ $\lim y_{n}$, where each $y_{n}=(I+i T)\left(x_{n}\right)$ for some $x_{n} \in D$. Now the sequence $\left\{y_{n}\right\}$ is a Cauchy sequence, and, since $I+i T$ is norm-increasing, it follows that the sequence $\left\{x_{n}\right\}$ also is a Cauchy sequence. Let $x=\lim x_{n}$. Then, for any $z \in D$, we have

$$
\begin{aligned}
(T(z), x) & =\lim \left(T(z), x_{n}\right) \\
& =\lim \left(z, T\left(x_{n}\right)\right) \\
& =\lim \left(z,(1 / i)\left(y_{n}-x_{n}\right)\right) \\
& =(z,(1 / i)(y-x)),
\end{aligned}
$$

which shows that the map $z \rightarrow(T(z), x)$ is a continuous function of $z$. Therefore, $x \in D$, and

$$
(z, T(x))=(T(z), x)=(z,(1 / i)(y-x))
$$

showing that $T(x)=(1 / i)(y-x)$, or $(I+i T)(x)=y$, and $y$ belongs to the range of $I+i T$. Again, a similar argument shows that the range of $I-i T$ is closed, and therefore $T$ is an unbounded selfadjoint operator.
REMARK. We see from the preceding exercise and theorem that a symmetric operator $T: D \rightarrow H$ can fail to be an unbounded selfadjoint operator simply because its domain is not quite right. The following exercise sheds some light on this observation and leads us to the notion of "essentially selfadjoint" operators.

EXERCISE 11.18. Let $H$ be a separable Hilbert space, and let $T$ : $D \rightarrow H$ be a symmetric linear transformation from a dense subspace $D$ of $H$ into $H$.
(a) Suppose $D^{\prime}$ is a proper subspace of $D$. Show that $T: D^{\prime} \rightarrow H$ can never be an unbounded selfadjoint operator. (No smaller domain will do.)
(b) Let $G$ denote the graph of $T$, thought of as a subset of $H \times H$. Prove that the closure $\bar{G}$ of $G$ is the graph of a linear transformation $S: D^{\prime \prime} \rightarrow H$. Show further that $D \subseteq D^{\prime \prime}$, that $S$ is an extension of $T$, and that $S$ is symmetric on $D^{\prime \prime}$. This linear transformation $S$ is called the closure of $T$ and is denoted by $\bar{T}$. $T$ is called essentially selfadjoint if $\bar{T}$ is selfadjoint.
(c) Suppose $D \subseteq E$ and that $V: E \rightarrow H$ is an unbounded selfadjoint operator. We say that $V$ is a selfadjoint extension of $T$ if $V$ is an extension of $T$. Prove that any selfadjoint extension of $T$ is an extension of $\bar{T}$. That is, $\bar{T}$ is the minimal possible selfadjoint extension of $T$.
(d) Determine whether or not the operators in parts c and d of Exercise 11.17 have selfadjoint extensions and/or are essentially selfadjoint.

EXERCISE 11.19. Let $H$ be a separable Hilbert space.
(a) (Stone's Theorem) Let $t \rightarrow U_{t}$ be a homomorphism of the additive group $\mathbb{R}$ into the group of unitary operators on $H$. Assume that for each pair of vectors $x, y \in H$ the function $t \rightarrow\left(U_{t}(x), y\right)$ is continuous. Prove that there exists a unique unbounded selfadjoint operator $A$ on $H$, having spectral measure $p$, such that

$$
U_{t}=e^{i t A}=\int e^{i t \lambda} d p(\lambda)
$$

for all $t \in \mathbb{R}$. The operator $A$ is called the generator of the one-parameter group $U_{t}$.
(b) Let $A$ be an unbounded positive operator on $H$, having spectral measure $p$, with domain $D$. For each nonnegative $t$ define

$$
P_{t}=e^{-t A}=\int e^{-t \lambda} d p(\lambda)
$$

Prove that the $P_{t}$ 's form a continuous semigroup of contraction operators. That is, show that each $P_{t}$ is a bounded operator of norm $\leq 1$ and that $P_{t+s}=P_{t} \circ P_{s}$ for all $t, s \geq 0$. Further, show that

$$
A(x)=\lim _{t \rightarrow 0+} \frac{P_{t}(x)-x}{-t}
$$

for every $x \in D$.

We conclude this chapter by summarizing our progress toward finding a mathematical model for experimental science. No proofs will be supplied for the theorems we quote here, and we emphasize that this is only a brief outline.
We have seen in Chapter VIII that the set $\mathcal{P}$ of all projections on an infinite-dimensional complex Hilbert space $H$ could serve as a model for the set $Q$ of all questions. Of course, many other sets also could serve as a model for $Q$, but we use this set $\mathcal{P}$.
Each observable $A$ is identified with a question-valued measure, so in our model the observables are represented by projection-valued measures on $\mathbb{R}$, and we have just seen that these projection-valued measures are in 1-1 correspondence with all (bounded and unbounded) selfadjoint operators. So, in our model, the observables are represented by selfadjoint operators.
What about the states? How are they represented in this model? In Chapter VII we have seen that each state $\alpha$ determines a character $\mu_{\alpha}$ of the set $Q$ of questions. To see how states are represented in our model, we must then determine what the characters of the set $\mathcal{P}$ are.

THEOREM 11.11. (Gleason's Theorem) Let $H$ be a separable infinite dimensional complex Hilbert space, and let $\mathcal{P}$ denote the set of all projections on $H$. Suppose $\mu$ is a mapping of $\mathcal{P}$ into [0,1] that satisfies:
(1) If $p \leq q$, then $\mu(p) \leq \mu(q)$.
(2) $\mu(I-p)=1-\mu(p)$ for every $p \in \mathcal{P}$.
(3) If $\left\{p_{i}\right\}$ is a pairwise orthogonal (summable) sequence of projections, then $\mu\left(\sum p_{i}\right)=\sum \mu\left(p_{i}\right)$.
Then there exists a positive trace class operator $S$ on $H$, for which $\|S\|_{\mathrm{tr}}=\operatorname{tr}(S)=1$, such that $\mu(p)=\operatorname{tr}(S p)$ for every $p \in \mathcal{P}$.

Hence, the states are represented by certain positive trace class operators. Another assumption we could make is that every positive trace class operator of trace 1 corresponds, in the manner above, to a state. Since each such positive trace class operator $S$ with $\operatorname{tr}(S)=1$ is representable in the form

$$
S=\sum \lambda_{i} p_{i}
$$

where $\sum \lambda_{i} m\left(\lambda_{i}\right)=1$, we see that the pure states correspond to operators that are in fact projections onto 1-dimensional subspaces. Let $\alpha$ be a pure state, and suppose it corresponds to the projection $q_{v}$ onto the 1-dimensional subspace spanned by the unit vector $v$. Let $A$ be an observable (unbounded selfadjoint operator), and suppose $A$ corresponds
to the projection-valued measure $E \rightarrow p_{E}$. That is, $A=\int \lambda d p(\lambda)$. Then we have

$$
\begin{aligned}
\mu_{\alpha, A}(E) & =\mu_{\alpha, \chi_{E}(A)}(\{1\}) \\
& =\mu_{\alpha}\left(\chi_{E}(A)\right) \\
& =\mu_{\alpha}\left(q_{E}^{A}\right) \\
& =\mu_{\alpha}\left(p_{E}\right) \\
& =\operatorname{tr}\left(q_{v} p_{E}\right) \\
& =\left(q_{v} p_{E}(v), v\right) \\
& =\left(p_{E}(v), v\right) \\
& =\mu_{v}(E) .
\end{aligned}
$$

If we regard the probability measure $\mu_{v}$ as being the probability distribution corresponding to a random variable $X$, then

$$
(A(v), v)=\left(\left[\int \lambda d p(\lambda)\right](v), v\right)=\int \lambda d \mu_{v}(\lambda)=E[X]
$$

where $E[X]$ denotes the expected value of the random variable $X$. We may say then that in our model $(A(v), v)$ represents the expected value of the observable $A$ when the system is in the pure state corresponding to the projection onto the 1-dimensional subspace spanned by $v$.
How are time evolution and symmetries represented in our model? We have seen that these correspond to automorphisms $\phi_{t}^{\prime}$ and $\pi_{g}^{\prime}$ of the set $Q$. So, we must determine the automorphisms of the set $\mathcal{P}$ of projections.

THEOREM 11.12. (Wigner's Theorem) Let $H$ be a separable infinite dimensional complex Hilbert space, and let $\mathcal{P}$ denote the set of all projections on $H$. Suppose $\eta$ is a $1-1$ mapping of $\mathcal{P}$ onto itself that satisfies:
(1) If $p \leq q$, then $\eta(p) \leq \eta(q)$.
(2) $\eta(I-p)=I-\eta(p)$ for every $p \in \mathcal{P}$.
(3) If $\left\{p_{i}\right\}$ is a pairwise orthogonal (summable) sequence of projections, then $\left\{\eta\left(p_{i}\right)\right\}$ is a pairwise orthogonal sequence of projections, and

$$
\eta\left(\sum p_{i}\right)=\sum \eta\left(p_{i}\right)
$$

Then there exists a real-linear isometry $U$ of $H$ onto itself such that $\eta(p)=U p U^{-1}$ for all $p \in \mathcal{P}$. Further, $U$ either is complex linear or it is conjugate linear.

Applying Wigner's Theorem to the automorphisms $\phi_{t}^{\prime}$, it follows that there exists a map $t \rightarrow U_{t}$ from the set of nonnegative reals into the set of real-linear isometries on $H$ such that $\phi_{t}^{\prime}(p)=U_{t} p U_{t}^{-1}$ for every $p \in \mathcal{P}$. Also, if $G$ denotes a group of symmetries, then there exists a map $g \rightarrow V_{g}$ of $G$ into the set of real-linear isometries of $H$ such that $\pi_{g}^{\prime}(p)=V_{g} p V_{g}^{-1}$ for every $p \in \mathcal{P}$.
THEOREM 11.13.
(1) The transformations $U_{t}$ can be chosen to be (complex linear) unitary operators that satisfy

$$
U_{t+s}=U_{t} \circ U_{s}
$$

for all $t, s \geq 0$.
(2) The transformations $V_{g}$ can be chosen to satisfy

$$
V_{g_{1} g_{2}}=\sigma\left(g_{1}, g_{2}\right) V_{g_{1}} \circ V_{g_{2}}
$$

for all $g_{1}, g_{2} \in G$, where $\sigma\left(g_{1}, g_{2}\right)$ is a complex number of absolute value 1. Such a map $g \rightarrow V_{g}$ is called a representation of $G$.
(3) The operators $U_{t}$ commute with the operators $V_{g}$; i.e.,

$$
U_{t} \circ V_{g}=V_{g} \circ U_{t}
$$

for all $g \in G$ and all $t \geq 0$.
We have thus identified what mathematical objects will represent the elements of our experimental science, but much remains to specify. Depending on the system and its symmetries, more precise descriptions of these objects are possible. One approach is the following:
(1) Determine what the group $G$ of all symmetries is.
(2) Study what kinds of mappings $g \rightarrow V_{g}$, satisfying the conditions in the preceding theorem, there are. Perhaps there are only a few possibilities.
(3) Fix a particular representation $g \rightarrow V_{g}$ of $G$ and examine what operators commute with all the $V_{g}$ 's. Perhaps this is a small set.
(4) Try to determine, from part 3 , what the transformations $U_{t}$ should be.

Once the evolution transformations $\phi_{t}^{\prime}$ are specifically represented by unitary operators $U_{t}$, we will be in a good position to make predictions, which is the desired use of our model. Indeed, if $\alpha$ is a state of the
system, and if $\alpha$ is represented in our model by a trace class operator $S$, then the state of the system $t$ units of time later will be the one that is represented by the operator $U_{t}^{-1} S U_{t}$.

## CHAPTER XII

## NONLINEAR FUNCTIONAL ANALYSIS, INFINITE-DIMENSIONAL CALCULUS

DEFINITION Let $E$ and $F$ be (possibly infinite dimensional) real or complex Banach spaces, and let $f$ be a map from a subset $D$ of $E$ into $F$. We say that $f$ is differentiable at a point $x \in D$ if:
(1) $x$ belongs to the interior of $D$; i.e., there exists an $\epsilon>0$ such that $B_{\epsilon}(x) \subseteq D$.
(2) There exists a continuous linear transformation $L: E \rightarrow F$ and a function $\theta: B_{\epsilon}(0) \rightarrow F$ such that

$$
\begin{equation*}
f(x+h)-f(x)=L(h)+\theta(h) \tag{12.1}
\end{equation*}
$$

for all $h \in B_{\epsilon}(0)$, and

$$
\begin{equation*}
\lim _{h \rightarrow 0}\|\theta(h)\| /\|h\|=0 \tag{12.2}
\end{equation*}
$$

The function $f$ is said to be differentiable on $D$ if it is differentiable at every point of $D$.

If $E=\mathbb{R}$, i.e., if $f$ is a map from a subset $D$ of $\mathbb{R}$ into a Banach space $F$, then f is said to have a derivative at a point $x \in D$ if $\lim _{t \rightarrow 0}[f(x+$ $t)-f(x)] / t$ exists, in which case we write

$$
\begin{equation*}
f^{\prime}(x)=\lim _{t \rightarrow 0} \frac{f(x+t)-f(x)}{t} \tag{12.3}
\end{equation*}
$$

If $D \subseteq E, D^{\prime} \subseteq F$, and $f: D \rightarrow D^{\prime}$, then $f$ is called a diffeomorphism of $D$ onto $D^{\prime}$ if $f$ is a homeomorphism of $D$ onto $D^{\prime}$ and $f$ and $f^{-1}$ are differentiable on $D$ and $D^{\prime}$ respectively.

EXERCISE 12.1. (a) Suppose $f: D \rightarrow F$ is differentiable at a point $x \in D$, and write

$$
f(x+h)-f(x)=L(h)+\theta(h)
$$

as in Equation (12.1). Prove that $\theta(0)=0$.
(b) Let $D \subseteq \mathbb{R}$, and suppose $f$ is a function from $D$ into a Banach space $F$. Show that $f$ is differentiable at a point $x \in D$ if and only if $f$ has a derivative at $x$. If $f$ has a derivative at $x$, what is the continuous linear transformation $L: \mathbb{R} \rightarrow F$ and what is the map $\theta$ that satisfy Equation (12.1)?

THEOREM 12.1. Suppose $f: D \rightarrow F$ is differentiable at a point $x$. Then both the continuous linear transformation $L$ and the map $\theta$ of Equation (12.1) are unique.

PROOF. Suppose, as in Equations (12.1) and (12.2), that

$$
\begin{gathered}
f(x+h)-f(x)=L_{1}(h)+\theta_{1}(h), \\
f(x+h)-f(x)=L_{2}(h)+\theta_{2}(h), \\
\lim _{h \rightarrow 0}\left\|\theta_{1}(h)\right\| /\|h\|=0,
\end{gathered}
$$

and

$$
\lim _{h \rightarrow 0}\left\|\theta_{2}(h)\right\| /\|h\|=0
$$

Then

$$
L_{1}(h)-L_{2}(h)=\theta_{2}(h)-\theta_{1}(h)
$$

If $L_{1} \neq L_{2}$, choose a unit vector $u \in E$ such that $\left\|L_{1}(u)-L_{2}(u)\right\|=c>$ 0 . But then,

$$
\begin{aligned}
0 & =\lim _{t \rightarrow 0}\left(\left\|\theta_{2}(t u)\right\| /\|t u\|+\left\|\theta_{1}(t u)\right\| /\|t u\|\right) \\
& \geq \lim _{t \rightarrow 0}\left\|\theta_{2}(t u)-\theta_{1}(t u)\right\| /\|t u\| \\
& =\lim _{t \rightarrow 0}\left\|L_{1}(t u)-L_{2}(t u)\right\| /\|t u\| \\
& =\lim _{t \rightarrow 0}|t| c /(|t|\|u\|) \\
& =c \\
& >0
\end{aligned}
$$

which is a contradiction. Therefore, $L_{1}=L_{2}$, whence $\theta_{1}=\theta_{2}$ as well.
DEFINITION. Suppose $f: D \rightarrow F$ is differentiable at a point $x$. The (unique) continuous linear transformation $L$ is called the differential of $f$ at $x$, and is denoted by $d f_{x}$. The differential is also called the Fréchet derivative of $f$ at $x$.

THEOREM 12.2. Let $E$ and $F$ be real or complex Banach spaces.
(1) Let $f: E \rightarrow F$ be a constant function; i.e., $f(x) \equiv y_{0}$. Then $f$ is differentiable at every $x \in E$, and $d f_{x}$ is the zero linear transformation for all $x$.
(2) Let $f$ be a continuous linear transformation from $E$ into $F$. Then $f$ is differentiable at every $x \in E$, and $d f_{x}=f$ for all $x \in E$.
(3) Suppose $f: D \rightarrow F$ and $g: D^{\prime} \rightarrow F$ are both differentiable at a point $x$. Then $f+g: D \cap D^{\prime} \rightarrow F$ is differentiable at $x$, and $d(f+g)_{x}=d f_{x}+d g_{x}$.
(4) If $f: D \rightarrow F$ is differentiable at a point $x$, and if $c$ is a scalar, then the function $g=c f$ is differentiable at $x$ and $d g_{x}=c d f_{x}$.
(5) If $f: D \rightarrow F$ is differentiable at a point $x$, and if $v$ is a vector in $E$, then

$$
d f_{x}(v)=\lim _{t \rightarrow 0} \frac{f(x+t v)-f(x)}{t}
$$

(6) Suppose $f$ is a function from a subset $D \subseteq \mathbb{R}$ into $F$. If $f$ is differentiable at a point $x$ (equivalently, $f$ has a derivative at $x$ ), then

$$
f^{\prime}(x)=d f_{x}(1)
$$

PROOF. If $f(x) \equiv y_{0}$, then we have

$$
f(x+h)-f(x)=0+0
$$

i.e., we may take both $L$ and $\theta$ to be 0 . Both Equations (12.1) and (12.2) are satisfied, and $d f_{x}=0$ for every $x$.
If $f$ is itself a continuous linear transformation of $E$ into $F$, then

$$
f(x+h)-f(x)=f(h)+0
$$

i.e., we may take $L=f$ and $\theta=0$. Then both Equations (12.1) and (12.2) are satisfied, whence $d f_{x}=f$ for every $x$.

To prove part 3 , write

$$
f(x+h)-f(x)=d f_{x}(h)+\theta_{f}(h)
$$

and

$$
g(x+h)-g(x)=d g_{x}(h)+\theta_{g}(h)
$$

Then we have

$$
(f+g)(x+h)-(f+g)(x)=\left[d f_{x}+d g_{x}\right](h)+\left[\theta_{f}(h)+\theta_{g}(h)\right]
$$

and we may set $L=d f_{x}+d g_{x}$ and $\theta=\theta_{f}+\theta_{g}$. Again, Equations (12.1) and (12.2) are satisfied, and $d(f+g)_{x}=d f_{x}+d g_{x}$.
Part 4 is immediate.
To see part 5 , suppose $f$ is differentiable at $x$ and that $v$ is a vector in $E$. Then we have

$$
\begin{aligned}
d f_{x}(v) & =\lim _{t \rightarrow 0} d f_{x}(t v) / t \\
& =\lim _{t \rightarrow 0} \frac{f(x+t v)-f(x)-\theta(t v)}{t} \\
& =\lim _{t \rightarrow 0} \frac{f(x+t v)-f(x)}{t}+\lim _{t \rightarrow 0} \frac{\theta(t v)}{t} \\
& =\lim _{t \rightarrow 0} \frac{f(x+t v)-f(x)}{t}
\end{aligned}
$$

showing part 5.
Finally, if $f$ is a map from a subset $D$ of $\mathbb{R}$ into a Banach space $F$, and if $f$ is differentiable at a point $x$, then we have from part 5 that

$$
d f_{x}(1)=\lim _{t \rightarrow 0} \frac{f(x+t)-f(x)}{t}
$$

which proves that $f^{\prime}(x)=d f_{x}(1)$.
EXERCISE 12.2. Show that the following functions are differentiable at the indicated points, and verify that their differentials are as given below in parentheses.
(a) $f: B(H) \rightarrow B(H)$ is given by $f(T)=T^{2}$.
$\left(d f_{T}(S)=T S+S T\right.$.)
(b) $f: B(H) \rightarrow B(H)$ is given by $f(T)=T^{n}$.
( $d f_{T}(S)=\sum_{j=0}^{n-1} T^{j} S T^{n-1-j}$.)
(c) $f$ maps the invertible elements of $B(H)$ into themselves and is given
by $f(T)=T^{-1}$.
$\left(d f_{T}(S)=-T^{-1} S T^{-1}.\right)$
(d) Let $\mu$ be a $\sigma$-finite measure, let $p$ be an integer $>1$, and let $f$ : $L^{p}(\mu) \rightarrow L^{1}(\mu)$ be given by $f(g)=g^{p}$.
$\left(d f_{g}(h)=p g^{p-1} h.\right)$
(e) Suppose $E, F$, and $G$ are Banach spaces, and let $f: E \times F \rightarrow G$ be continuous and bilinear.
$\left(d f_{x, y}(z, w)=f(x, w)+f(z, y).\right)$
(f) Let $E, F$ and $G$ be Banach spaces, let $D$ be a subset of $E$, let $f$ : $D \rightarrow F$, let $g: D \rightarrow G$, and assume that $f$ and $g$ are differentiable at a point $x \in D$. Define $h: D \rightarrow F \oplus G$ by $h(y)=(f(y), g(y))$. Show that $h$ is differentiable at $x$.
$\left(d h_{x}(v)=\left(d f_{x}(v), d g_{x}(v)\right).\right)$
EXERCISE 12.3. Suppose $D$ is a subset of $\mathbb{R}^{n}$ and that $f: D \rightarrow \mathbb{R}^{k}$ is differentiable at a point $x \in D$. If we express each element of $\mathbb{R}^{k}$ in terms of the standard basis for $\mathbb{R}^{k}$, then we may write $f$ in component form as $\left\{f_{1}, \ldots, f_{k}\right\}$.
(a) Prove that each component function $f_{i}$ of $f$ is differentiable at $x$.
(b) If we express the linear transformation $d f_{x}$ as a matrix $J(x)$ with respect to the standard bases in $\mathbb{R}^{n}$ and $\mathbb{R}^{k}$, show that the $i j$ th entry of $J(x)$ is the partial derivative of $f_{i}$ with respect to the $j$ th variable $x_{j}$ evaluated at $x$. That is, show that

$$
J(x)_{i j}=\frac{\partial f_{i}}{\partial x_{j}}(x)
$$

The matrix $J(x)$ is called the Jacobian of $f$ at $x$.
EXERCISE 12.4. Let $A$ be a Banach algebra with identity $I$, and define $f: A \rightarrow A$ by $f(x)=e^{x}$.
(a) Prove that $f$ is differentiable at 0 , and compute $d f_{0}$.
(b) Prove that $f$ is differentiable at every $x \in A$, and compute $d f_{x}(y)$ for arbitrary $x$ and $y$.

THEOREM 12.3. If $f: D \rightarrow F$ is differentiable at a point $x$, then $f$ is continuous at $x$.

PROOF. Suppose $\epsilon>0$ is such that $B_{\epsilon}(x) \subseteq D$, and let $y$ satisfy $0<\|y-x\|<\epsilon$. Then

$$
\begin{aligned}
\|f(y)-f(x)\| & =\|f(x+(y-x))-f(x)\| \\
& =\left\|d f_{x}(y-x)+\theta(y-x)\right\| \\
& \leq\left\|d f_{x}\right\|\|y-x\|+\|y-x\|\|\theta(y-x)\| /\|y-x\|,
\end{aligned}
$$

which tends to 0 as $y$ tends to $x$. This shows the continuity of $f$ at $x$.
THEOREM 12.4. (Chain Rule) Let $E, F$, and $G$ be Banach spaces and let $D \subseteq E$ and $D^{\prime} \subseteq F$. Suppose $f: D \rightarrow F$, that $g: D^{\prime} \rightarrow G$, that $f$ is differentiable at a point $x \in D$, and that $g$ is differentiable at the point $f(x) \in D^{\prime}$. Then the composition $g \circ f$ is differentiable at $x$, and

$$
d(g \circ f)_{x}=d g_{f(x)} \circ d f_{x}
$$

PROOF. Write $y$ for the point $f(x) \in D^{\prime}$, and define the functions $\theta_{f}$ and $\theta_{g}$ by

$$
\begin{equation*}
f(x+h)-f(x)=d f_{x}(h)+\theta_{f}(h) \tag{12.4}
\end{equation*}
$$

and

$$
\begin{equation*}
g(y+k)-g(y)=d g_{y}(k)+\theta_{g}(k) \tag{12.5}
\end{equation*}
$$

Let $\epsilon>0$ be such that $B_{\epsilon}(y) \subseteq D^{\prime}$, and let $\delta>0$ be such that $B_{\delta}(x) \subseteq D$, that $f\left(B_{\delta}(x)\right) \subseteq B_{\epsilon}(y)$, and that

$$
\begin{equation*}
\left\|\theta_{f}(h)\right\| /\|h\| \leq 1 \tag{12.6}
\end{equation*}
$$

if $\|h\|<\delta$. For $\|h\|<\delta$, define $k(h)=f(x+h)-f(x)$, and observe from Equations (12.4) and (12.6) that $\|k(h)\| \leq M\|h\|$, where $M=\left\|d f_{x}\right\|+1$. To prove the chain rule, we must show that

$$
\lim _{h \rightarrow 0} \frac{\left\|g(f(x+h))-g(f(x))-d g_{f(x)}\left(d f_{x}(h)\right)\right\|}{\|h\|}=0 .
$$

But,

$$
\begin{aligned}
& g(f(x+h))-g(f(x))-d g_{f(x)}\left(d f_{x}(h)\right) \\
= & g(y+k(h))-g(y)-d g_{y}\left(d f_{x}(h)\right) \\
= & d g_{y}(k(h))+\theta_{g}(k(h))-d g_{y}\left(d f_{x}(h)\right) \\
= & d g_{y}(f(x+h)-f(x))-d g_{y}\left(d f_{x}(h)\right) \\
& \quad+\theta_{g}(k(h)) \\
= & d g_{y}\left(\theta_{f}(h)\right)+\theta_{g}(k(h)),
\end{aligned}
$$

so,
$\left\|g(f(x+h))-g(f(x))-d g_{f(x)}\left(d f_{x}(h)\right)\right\| \leq\left\|d g_{y}\right\|\left\|\theta_{f}(h)\right\|+\left\|\theta_{g}(k(h))\right\|$,
so that it will suffice to show that

$$
\lim _{h \rightarrow 0}\left\|\theta_{g}(k(h))\right\| /\|h\|=0
$$

If $k(h)=0$, then $\left\|\theta_{g}(k(h))\right\| /\|h\|=0$. Otherwise,

$$
\begin{aligned}
\frac{\left\|\theta_{g}(k(h))\right\|}{\|h\|} & =\frac{\|k(h)\|}{\|h\|} \frac{\left\|\theta_{g}(k(h))\right\|}{\|k(h)\|} \\
& \leq M \frac{\left\|\theta_{g}(k(h))\right\|}{\|k(h)\|}
\end{aligned}
$$

so we need only show that

$$
\lim _{h \rightarrow 0} \frac{\left\|\theta_{g}(k(h))\right\|}{\|k(h)\|}=0
$$

But, since $f$ is continuous at $x$, we have that $k(h)$ approaches 0 as $h$ approaches 0 , so that the desired result follows from Equation (12.5).

EXERCISE 12.5. Let $E, F$, and $G$ be Banach spaces, and let $D$ be a subset of $E$.
(a) Let $f: D \rightarrow F$ and $g: D \rightarrow G$, and suppose $B$ is a continuous bilinear map of $F \times G$ into a Banach space $H$. Define $p: D \rightarrow H$ by $p(y)=B(f(y), g(y))$. Assume that $f$ and $g$ are both differentiable at a point $x \in D$. Show that $p$ is differentiable at $x$ and compute $d p_{x}(y)$.
(b) Derive the "Product Formula" for differentials. That is, let $A$ be a Banach algebra, let $f: D \rightarrow A$ and $g: D \rightarrow A$, and suppose both $f$ and $g$ are differentiable at a point $x \in D$. Show that the product function $f(y) g(y)$ is differentiable at $x$, and derive the formula for its differential. (c) Suppose $E$ is a Hilbert space and that $f: E \rightarrow \mathbb{R}$ is defined by $f(x)=\|x\|$. Prove that $f$ is differentiable at every nonzero $x$.
(d) Let $E=L^{1}(\mathbb{R})$, and define $f: E \rightarrow \mathbb{R}$ by $f(x)=\|x\|_{1}$. Show that $f$ is not differentiable at any point.

THEOREM 12.5. (First Derivative Test) Let $E$ be a Banach space, let $D$ be a subset of $E$, and suppose $f: D \rightarrow \mathbb{R}$ is differentiable at a point $x \in D$. Assume that the point $f(x)$ is an extreme point of the set $f(D)$. Then $d f_{x}$ is the 0 linear transformation. That is, if a function achieves an extreme value at a point where it is differentiable, then the differential at that point must be 0 .

PROOF. Let $v$ be a vector in $E$. Since $x$ belongs to the interior of $D$, we let $\epsilon>0$ be such that $x+t v \in D$ if $|t|<\epsilon$, and define a function $h:(-\epsilon, \epsilon) \rightarrow \mathbb{R}$ by $h(t)=f(x+t v)$. Then, by the chain rule, $h$ is differentiable at 0 . Furthermore, since $f(x)$ is an extreme point of the set $f(D)$, it follows that $h$ attains either a local maximum or a local minimum at 0 . From the first derivative test in elementary calculus, we then have that $h^{\prime}(0)=d h_{0}(1)=0$, implying that $d f_{x}(v)=0$. Since this is true for arbitrary elements $v \in E$, we see that $d f_{x}=0$.
THEOREM 12.6. (Mean Value Theorem) Suppose $E$ and $F$ are Banach spaces, $D$ is a subset of $E$, and $f: D \rightarrow F$. Suppose $x$ and $y$ are elements of $D$ and that the closed line segment joining $x$ and $y$ is contained in $D$. Assume that $f$ is continuous at each point of the closed line segment joining $x$ to $y$, i.e., at each point $(1-t) x+t y$ for $0 \leq t \leq 1$, and assume that $f$ is differentiable at each point on the open segment joining $x$ and $y$, i.e., at each point $(1-t) x+t y$ for $0<t<1$. Then:
(1) There exists a $t^{*} \in(0,1)$ such that

$$
\|f(y)-f(x)\| \leq\left\|d f_{z}(y-x)\right\| \leq\left\|d f_{z}\right\|\|y-x\|
$$

for $z=\left(1-t^{*}\right) x+t^{*} y$.
(2) If $F=\mathbb{R}$, then there exists a $t^{*}$ in $(0,1)$ such that

$$
\begin{aligned}
& \qquad f(y)-f(x)=d f_{z}(y-x) \\
& \text { for } z=\left(1-t^{*}\right) x+t^{*} y
\end{aligned}
$$

PROOF. Using the Hahn-Banach Theorem, choose $\phi$ in the conjugate space $F^{*}$ of $F$ so that $\|\phi\|=1$ and

$$
\|f(y)-f(x)\|=\phi(f(y)-f(x))
$$

Let $h$ be the map of $[0,1]$ into $E$ defined by $h(t)=(1-t) x+t y$, and observe that

$$
\|f(y)-f(x)\|=\phi(f(h(1)))-\phi(f(h(0))) .
$$

Defining $j=\phi \circ f \circ h$, we have from the chain rule that $j$ is continuous on $[0,1]$ and differentiable on $(0,1)$. Then, using the Mean Value Theorem from elementary calculus, we have:

$$
\begin{aligned}
\|f(y)-f(x)\| & =j(1)-j(0) \\
& =j^{\prime}\left(t^{*}\right) \\
& =d j_{t^{*}}(1) \\
& =d(\phi \circ f \circ h)_{t^{*}}(1) \\
& =d \phi_{f\left(h\left(t^{*}\right)\right)}\left(d f_{h\left(t^{*}\right)}\left(d h_{t^{*}}(1)\right)\right) \\
& =\phi\left(d f_{h\left(t^{*}\right)}\left(d h_{t^{*}}(1)\right)\right) \\
& =\phi\left(d f_{h\left(t^{*}\right)}(y-x)\right)
\end{aligned}
$$

whence

$$
\begin{aligned}
\|f(y)-f(x)\| & \leq\|\phi\|\left\|d f_{h\left(t^{*}\right)}(y-x)\right\| \\
& =\left\|d f_{z}(y-x)\right\|,
\end{aligned}
$$

as desired.
We leave the proof of part 2 to the exercises.
EXERCISE 12.6. (a) Prove part 2 of the preceding theorem.
(b) Define $f:[0,1] \rightarrow \mathbb{R}^{2}$ by

$$
f(x)=\left(x^{3}, x^{2}\right)
$$

Show that part 1 of the Mean Value Theorem cannot be strengthened to an equality. That is, show that there is no $t^{*}$ between 0 and 1 satisfying $f(1)-f(0)=d f_{t^{*}}(1)$.
(c) Define $D$ to be the subset of $\mathbb{R}^{2}$ given by $0 \leq x \leq 1,0 \leq y \leq 1$, and define $f: D \rightarrow \mathbb{R}^{2}$ by

$$
f(x, y)=(y \cos x, y \sin x)
$$

Show that every point $f(x, 1)$ is an extreme point of the set $f(D)$ but that $d f_{(x, 1)} \neq 0$. Conclude that the first derivative test only works when the range space is $\mathbb{R}$.

DEFINITION. Let $f$ be a map from a subset $D$ of a Banach space $E$ into a Banach space $F$. We say that $f$ is continuously differentiable at a point $x$ if $f$ is differentiable at each point $y$ in a neighborhood of $x$ and if the map $y \rightarrow d f_{y}$ is continuous at $x .\left(y \rightarrow d f_{y}\right.$ is a map from a neighborhood of $x \in E$ into the Banach space $L(E, F)$.)

The map $f$ is twice differentiable at $x$ if it is continuously differentiable at $x$ and the map $y \rightarrow d f_{y}$ is differentiable at $x$. The differential of this map $y \rightarrow d f_{y}$ at the point $x$ is denoted by $d^{2} f_{x}$. The map $f$ is 2 times continuously differentiable at $x$ if the map $y \rightarrow d f_{y}$ is continuously differentiable at $x$.
The notions of $n$ times continuously differentiable are defined by induction.

EXERCISE 12.7. (a) Let $E$ and $F$ be Banach spaces, let $D$ be a subset of $E$, and suppose $f: D \rightarrow F$ is twice differentiable at a point $x \in D$. For each $v \in E$, show that $d^{2} f_{x}(v)$ is an element of $L(E, F)$, whence for each pair $(v, w)$ of elements in $E,\left[d^{2} f_{x}(v)\right](w)$ is an element of $F$.
(b) Let $f$ be as in part a. Show that $d^{2} f_{x}$ represents a continuous bilinear map of $E \oplus E$ into $F$.
(c) Suppose $f$ is a continuous linear transformation of $E$ into $F$. Show that $f$ is twice differentiable everywhere, and compute $d^{2} f_{x}$ for any $x$.
(d) Suppose $H$ is a Hilbert space, that $E=F=B(H)$ and that $f(T)=T^{-1}$. Show that $f$ is twice differentiable at each invertible $T$, and compute $d^{2} f_{T}$.

THEOREM 12.7. (Theorem on Mixed Partials) Suppose $E$ and $F$ are Banach spaces, $D$ is a subset of $E$, and $f: D \rightarrow F$ is twice differentiable at each point of $D$. Suppose further that $f$ is 2 times continuously differentiable at a point $x \in D$. Then

$$
\left[d^{2} f_{x}(v)\right](w)=\left[d^{2} f_{x}(w)\right](v)
$$

i.e., the bilinear map $d^{2} f_{x}$ is symmetric.

PROOF. Let $v$ and $w$ be in $E$, and let $\phi \in F^{*}$. Write $\phi=U+i V$ in its real and imaginary parts. Then

$$
\begin{aligned}
& U\left(\left[d^{2} f_{x}(v)\right](w)\right) \\
= & \lim _{t \rightarrow 0} U\left(\frac{\left[d f_{x+t v}-d f_{x}\right](w)}{t}\right) \\
= & \lim _{t \rightarrow 0} \lim _{s \rightarrow 0} U\left(\frac{f(x+t v+s w)-f(x+t v)-f(x+s w)+f(x)}{s t}\right) \\
= & \lim _{t \rightarrow 0} \lim _{s \rightarrow 0} \frac{J_{s}(t)-J_{s}(0)}{s t}
\end{aligned}
$$

where $J_{s}(t)=U(f(x+s w+t v)-f(x+t v))$. Therefore, using the ordinary

Mean Value Theorem on the real-valued function $J_{s}$, we have that

$$
\begin{aligned}
U\left(\left[d^{2} f_{x}(v)\right](w)\right) & =\lim _{t \rightarrow 0} \lim _{s \rightarrow 0} J_{s}^{\prime}\left(t^{*}\right) / s \\
& =\lim _{t \rightarrow 0} \lim _{s \rightarrow 0} U\left(d f_{x+s w+t^{*} v}(v)-d f_{x+t^{*} v}(v)\right) / s \\
& =\lim _{t \rightarrow 0} \lim _{s \rightarrow 0} U\left(\left[d f_{x+t^{*} v+s w}-d f_{x+t^{*} v}\right](v)\right) / s \\
& =\lim _{t \rightarrow 0} U\left(\left[d^{2} f_{x+t^{*} v}(w)\right](v)\right) \\
& =U\left(\left[d^{2} f_{x}(w)\right](v)\right),
\end{aligned}
$$

because of the continuity of $d^{2} f_{y}$ at $y=x$. A similar computation shows that

$$
V\left(\left[d^{2} f_{x}(v)\right](w)\right)=V\left(\left[d^{2} f_{x}(w)\right](v)\right)
$$

which implies that

$$
\phi\left(\left[d^{2} f_{x}(v)\right](w)\right)=\phi\left(\left[d^{2} f_{x}(w)\right](v)\right)
$$

This equality being valid for every $\phi \in F^{*}$ implies that

$$
\left[d^{2} f_{x}(v)\right](w)=\left[d^{2} f_{x}(w)\right](v)
$$

as desired.
EXERCISE 12.8. (Second Derivative Test) Let $E$ and $F$ be Banach spaces, let $D$ be a subset of $E$, and suppose $f: D \rightarrow F$ is 2 times continuously differentiable at a point $x \in D$.
(a) Show that for each pair $v, w$ of elements in $E$, the function

$$
y \rightarrow\left[d^{2} f_{y}(v)\right](w)
$$

is continuous at $x$.
(b) Suppose $F=\mathbb{R}$, that $f$ is 2 times continuously differentiable at $x$, that $d f_{x}=0$, and that the bilinear form $d^{2} f_{x}$ is positive definite; i.e., there exists a $\delta>0$ such that $\left[d^{2} f_{x}(v)\right](v) \geq \delta$ for every unit vector $v \in E$. Prove that $f$ attains a local minimum at $x$. That is, show that there exists an $\epsilon>0$ such that if $\|y-x\|<\epsilon$ then $f(x)<f(y)$. HINT: Use the Mean Value Theorem twice to show that $f(y)-f(x)>0$ for all $y$ in a sufficiently small ball around $x$.

EXERCISE 12.9. Let $(X, d)$ be a metric space. A map $\phi: X \rightarrow X$ is called a contraction map on $X$ if there exists an $\alpha$ with $0 \leq \alpha<1$ such that

$$
d(\phi(x), \phi(y)) \leq \alpha d(x, y)
$$

for all $x, y \in X$.
(a) If $\phi$ is a contraction map on $(X, d), x_{0} \in X$, and $k<n$ are positive integers, show that

$$
\begin{aligned}
d\left(\phi^{n}\left(x_{0}\right), \phi^{k}\left(x_{0}\right)\right) & \leq \sum_{j=k}^{n-1} d\left(\phi^{j+1}\left(x_{0}\right), \phi^{j}\left(x_{0}\right)\right) \\
& \leq \sum_{j=k}^{n-1} \alpha^{j} d\left(\phi\left(x_{0}\right), x_{0}\right) \\
& =d\left(\phi\left(x_{0}\right), x_{0}\right) \alpha^{k} \frac{1-\alpha^{n-k}}{1-\alpha}
\end{aligned}
$$

where $\phi^{i}$ denotes the composition of $\phi$ with itself $i$ times.
(b) If $\phi$ is a contraction map on a complete metric space $(X, d)$, and $x_{0} \in X$, show that the sequence $\left\{\phi^{n}\left(x_{0}\right)\right\}$ has a limit in $X$.
(c) If $\phi$ is a contraction map on a complete metric space $(X, d)$, and $x_{0} \in X$, show that the limit $y_{0}$ of the sequence $\left\{\phi^{n}\left(x_{0}\right)\right\}$ is a fixed point of $\phi$; i.e., $\phi\left(y_{0}\right)=y_{0}$.
(d) (Contraction mapping theorem) Show that a contraction map on a complete metric space $(X, d)$ has one and only one fixed point $y_{0}$, and that $y_{0}=\lim _{n} \phi^{n}(x)$ for each $x \in X$.

THEOREM 12.8. (Implicit Function Theorem) Let $E$ and $F$ be Banach spaces, and equip $E \oplus F$ with the max norm. Let $f$ be a map of an open subset $O$ in $E \oplus F$ into $F$, and suppose $f$ is continuously differentiable at a point $x=\left(x_{1}, x_{2}\right) \in O$. Assume further that the linear transformation $T: F \rightarrow F$, defined by $T(w)=d f_{x}(0, w)$, is 1-1 and onto $F$. Then there exists a neighborhood $U_{1}$ of $x_{1}$ in $E$, a neighborhood $U_{2}$ of $x_{2}$ in $F$, and a unique continuous function $g: U_{1} \rightarrow U_{2}$ such that
(1) The level set $f^{-1}(f(x)) \cap U$ coincides with the graph of $g$, where $U=U_{1} \times U_{2}$.
(2) $g$ is differentiable at $x_{1}$, and

$$
d g_{x_{1}}(h)=-T^{-1}\left(d f_{x}(h, 0)\right)
$$

PROOF. We will use the contraction mapping theorem. (See the previous exercise.) By the Isomorphism Theorem for continuous linear transformations on Banach spaces, we know that the inverse $T^{-1}$ of $T$ is an element of the Banach space $L(F, F)$. From the hypothesis of continuous
differentiability at $x$, we may assume then that $O$ is a sufficiently small neighborhood of $x$ so that

$$
\begin{equation*}
\left\|d f_{z}-d f_{x}\right\|<1 / 2\left\|T^{-1}\right\| \tag{12.7}
\end{equation*}
$$

if $z \in O$. Write

$$
f(x+h)-f(x)=d f_{x}(h)+\theta(h) .
$$

We may assume also that $O$ is sufficiently small so that

$$
\begin{equation*}
\|\theta(h)\| \leq\|h\| / 2\left\|T^{-1}\right\| \tag{12.8}
\end{equation*}
$$

if $x+h \in O$. Now there exist neighborhoods $O_{1}$ of $x_{1}$ and $O_{2}$ of $x_{2}$ such that $O_{1} \times O_{2} \subseteq O$. Choose $\epsilon>0$ such that the closed ball $\bar{B}_{\epsilon}\left(x_{2}\right) \subseteq O_{2}$, and then choose $\delta>0$ such that $B_{\delta}\left(x_{1}\right) \subseteq O_{1}$ and such that

$$
\begin{equation*}
\delta<\max \left(\epsilon, \epsilon / 2\left\|T^{-1}\right\|\left\|d f_{x}\right\|\right) \tag{12.9}
\end{equation*}
$$

Set $U_{1}=B_{\delta}\left(x_{1}\right), U_{2}=\bar{B}_{\epsilon}\left(x_{2}\right)$, and $U=U_{1} \times U_{2}$.
Let $X$ be the set of all continuous functions from $U_{1}$ into $U_{2}$, and make $X$ into a metric space by defining

$$
d\left(g_{1}, g_{2}\right)=\sup _{v \in U_{1}}\left\|g_{1}(v)-g_{2}(v)\right\|
$$

Then, in fact, $X$ is a complete metric space. (See the following exercise.) Define a map $\phi$, from $X$ into the set of functions from $U_{1}$ into $F$, by

$$
[\phi(g)](v)=g(v)-T^{-1}(f(v, g(v))-f(x))
$$

Notice that each function $\phi(g)$ is continuous on $U_{1}$. Further, if $v \in U_{1}$, i.e., if $\left\|v-x_{1}\right\|<\delta$, then using inequalities (12.8) and (12.9) we have that

$$
\begin{aligned}
& \left\|[\phi(g)](v)-x_{2}\right\| \\
= & \left\|g(v)-x_{2}-T^{-1}(f(v, g(v))-f(x))\right\| \\
\leq & \left\|T^{-1}\right\|\left\|T\left(g(v)-x_{2}\right)-f(v, g(v))+f(x)\right\| \\
= & \left\|T^{-1}\right\| \\
& \times\left\|d f_{x}\left(0, g(v)-x_{2}\right)-d f_{x}\left(v-x_{1}, g(v)-x_{2}\right)-\theta\left(v-x_{1}, g(v)-x_{2}\right)\right\| \\
= & \left\|T^{-1}\right\|\left\|d f_{x}\left(v-x_{1}, 0\right)+\theta\left(v-x_{1}, g(v)-x_{2}\right)\right\| \\
\leq & \left\|T^{-1}\right\|\left\|d f_{x}\right\| \delta+\left\|T^{-1}\right\|\left\|\theta\left(v-x_{1}, g(v)-x_{2}\right)\right\| \\
< & \left\|T^{-1}\right\|\left\|d f_{x}\right\| \delta+\left\|\left(v-x_{1}, g(v)-x_{2}\right)\right\| / 2 \\
< & \left\|T^{-1}\right\|\left\|d f_{x}\right\| \delta+\max \left(\left\|v-x_{1}\right\|,\left\|g(v)-x_{2}\right\|\right) / 2 \\
< & \left\|T^{-1}\right\|\left\|d f_{x}\right\| \delta+\epsilon / 2 \\
< & \epsilon
\end{aligned}
$$

showing that $\phi(g) \in X$.
Next, for $g_{1}, g_{2} \in X$, we have:

$$
\begin{aligned}
& d\left(\phi\left(g_{1}\right), \phi\left(g_{2}\right)\right) \\
&= \sup _{v \in U_{1}}\left\|g_{1}(v)-g_{2}(v)-T^{-1}\left(f\left(v, g_{1}(v)\right)-f\left(v, g_{2}(v)\right)\right)\right\| \\
& \leq \sup _{v \in U_{1}}\left\|T^{-1}\right\| \\
& \quad \times\left\|T\left(g_{1}(v)-g_{2}(v)\right)-\left[f\left(v, g_{1}(v)\right)-f\left(v, g_{2}(v)\right)\right]\right\| \\
&=\sup _{v \in U_{1}}\left\|T^{-1}\right\| \\
& \quad \times\left\|\left[T\left(g_{1}(v)\right)-f\left(v, g_{1}(v)\right)\right]-\left[T\left(g_{2}(v)\right)-f\left(v, g_{2}(v)\right)\right]\right\| \\
& \leq \sup _{v \in U_{1}}\left\|T^{-1}\right\| \\
& \quad \times\left\|J^{v}\left(w_{1}\right)-J^{v}\left(w_{2}\right)\right\|,
\end{aligned}
$$

where $w_{i}=g_{i}(v)$, and where $J^{v}$ is the function defined on $O_{2}$ by

$$
J^{v}(w)=T(w)-f(v, w)
$$

So, by the Mean Value Theorem and inequality (12.7), we have

$$
\begin{aligned}
d\left(\phi\left(g_{1}\right), \phi\left(g_{2}\right)\right) & \leq \sup _{v \in U_{1}}\left\|T^{-1}\right\|\left\|d\left(J^{v}\right)_{z}\left(w_{1}-w_{2}\right)\right\| \\
& =\sup _{v \in U_{1}}\left\|T^{-1}\right\|\left\|\left[T-d f_{(v, z)}\right]\left(g_{1}(v)-g_{2}(v)\right)\right\| \\
& \leq \sup _{v \in U_{1}}\left\|T^{-1}\right\|\left\|d f_{x}-d f_{(v, z)}\right\|\left\|g_{1}(v)-g_{2}(v)\right\| \\
& \leq d\left(g_{1}, g_{2}\right) / 2
\end{aligned}
$$

showing that $\phi$ is a contraction mapping on $X$.
Let $g$ be the unique fixed point of $\phi$. Then, $\phi(g)=g$, whence $f(v, g(v))$ $=f(x)$ for all $v \in U_{1}$, which shows that the graph of $g$ is contained in the level set $f^{-1}(f(x)) \cap U$. On the other hand, if $\left(v_{0}, w_{0}\right) \in U$ satisfies $f\left(v_{0}, w_{0}\right)=f(x)$, we may set $g_{0}(v) \equiv w_{0}$, and observe that $\left[\phi^{n}\left(g_{0}\right)\right]\left(v_{0}\right)=w_{0}$ for all $n$. Therefore, the unique fixed point $g$ of $\phi$ must satisfy $g\left(v_{0}\right)=w_{0}$, because $g=\lim \phi^{n}\left(g_{0}\right)$. Hence, any element ( $v_{0}, w_{0}$ ) of the level set $f^{-1}(f(x)) \cap U$ belongs to the graph of $g$.
Finally, to see that $g$ is differentiable at $x_{1}$ and has the prescribed differential, it will suffice to show that

$$
\lim _{h \rightarrow 0}\left\|g\left(x_{1}+h\right)-g\left(x_{1}\right)+T^{-1}\left(d f_{x}(h, 0)\right)\right\| /\|h\|=0
$$

Now, because

$$
f\left(x_{1}+h, x_{2}+\left(g\left(x_{1}+h\right)-x_{2}\right)\right)-f\left(x_{1}, x_{2}\right)=0
$$

we have that

$$
0=d f_{x}(h, 0)+d f_{x}\left(0, g\left(x_{1}+h\right)-x_{2}\right)+\theta\left(h, g\left(x_{1}+h\right)-x_{2}\right)
$$

or

$$
g\left(x_{1}+h\right)-g\left(x_{1}\right)=-T^{-1}\left(d f_{x}(h, 0)\right)-T^{-1}\left(\theta\left(h, g\left(x_{1}+h\right)-g\left(x_{1}\right)\right)\right)
$$

Hence, there exists a constant $M \geq 1$ such that

$$
\left\|g\left(x_{1}+h\right)-g\left(x_{1}\right)\right\| \leq M\|h\|
$$

whenever $x_{1}+h \in U_{1}$. (How?) But then

$$
\begin{aligned}
& \frac{\left\|g\left(x_{1}+h\right)-g\left(x_{1}\right)+T^{-1}\left(d f_{x}(h, 0)\right)\right\|}{\|h\|} \\
\leq & \frac{\left\|T^{-1}\right\|\left\|\theta\left(h, g\left(x_{1}+h\right)-g\left(x_{1}\right)\right)\right\|}{\|h\|} \\
\leq & \frac{\left\|T^{-1}\right\| M\left\|\theta\left(h, g\left(x_{1}+h\right)-g\left(x_{1}\right)\right)\right\|}{\left\|\left(h, g\left(x_{1}+h\right)-g\left(x_{1}\right)\right)\right\|},
\end{aligned}
$$

and this tends to 0 as $h$ tends to 0 since $g$ is continuous at $x_{1}$. This completes the proof.

EXERCISE 12.10. Verify that the set $X$ used in the preceding proof is a complete metric space with respect to the function $d$ defined there.

THEOREM 12.9. (Inverse Function Theorem) Let $f$ be a mapping from an open subset $O$ of a Banach space $E$ into $E$, and assume that $f$ is continuously differentiable at a point $x \in O$. Suppose further that the differential $d f_{x}$ of $f$ at $x$ is 1-1 from $E$ onto $E$. Then there exist neighborhoods $O_{1}$ of $x$ and $O_{2}$ of $f(x)$ such that $f$ is a homeomorphism of $O_{1}$ onto $O_{2}$. Further, the inverse $f^{-1}$ of the restriction of $f$ to $O_{1}$ is differentiable at the point $f(x)$, whence

$$
d\left(f^{-1}\right)_{f(x)}=\left(d f_{x}\right)^{-1}
$$

PROOF. Define a map $J: E \times O \rightarrow E$ by $J(v, w)=v-f(w)$. Then $J$ is continuously differentiable at the point $(f(x), x)$, and

$$
d J_{(f(x), x)}(0, y)=-d f_{x}(y)
$$

which is 1-1 from $E$ onto $E$. Applying the implicit function theorem to $J$, there exist neighborhoods $U_{1}$ of the point $f(x), U_{2}$ of the point $x$, and a continuous function $g: U_{1} \rightarrow U_{2}$ whose graph coincides with the level set $J^{-1}(0) \cap\left(U_{1} \times U_{2}\right)$. But this level set consists precisely of the pairs $(v, w)$ in $U_{1} \times U_{2}$ for which $v=f(w)$, while the graph of $g$ consists precisely of the pairs $(v, w)$ in $U_{1} \times U_{2}$ for which $w=g(v)$. Clearly, then, $g$ is the inverse of the restriction of $f$ to $U_{2}$. Setting $O_{1}=U_{2}$ and $O_{2}=U_{1}$ gives the first part of the theorem. Also, from the implicit function theorem, $g=f^{-1}$ is differentiable at $f(x)$, and then the fact that $d\left(f^{-1}\right)_{f(x)}=\left(d f_{x}\right)^{-1}$ follows directly from the chain rule.
EXERCISE 12.11. Let $H$ be a Hilbert space and let $E=B(H)$.
(a) Show that the exponential map $T \rightarrow e^{T}$ is 1-1 from a neighborhood $U=B_{\epsilon}(0)$ of 0 onto a neighborhood $V$ of $I$.
(b) Let $U$ and $V$ be as in part a. Show that, for $T \in U$, we have $e^{T}$ is a positive operator if and only if $T$ is selfadjoint, and $e^{T}$ is unitary if and only if $T$ is skewadjoint, i.e., $T^{*}=-T$.

THEOREM 12.10. (Foliated Implicit Function Theorem) Let $E$ and $F$ be Banach spaces, let $O$ be an open subset of $E \times F$, and let $f: O \rightarrow F$ be continuously differentiable at every point $y \in O$. Suppose $x=\left(x_{1}, x_{2}\right)$ is a point in $O$ for which the map $w \rightarrow d f_{x}(0, w)$ is 1-1 from $F$ onto $F$. Then there exist neighborhoods $U_{1}$ of $x_{1}, U_{2}$ of $f(x), U$ of $x$, and a diffeomorphism $J: U_{1} \times U_{2} \rightarrow U$ such that $J\left(U_{1} \times\{z\}\right)$ coincides with the level set $f^{-1}(z) \cap U$ for all $z \in U_{2}$.
PROOF. For each $y \in O$, define $T_{y}: F \rightarrow F$ by $T_{y}(w)=d f_{y}(0, w)$. Because $T_{x}$ is an invertible element in $L(F, F)$, and because $f$ is continuously differentiable at $x$, we may assume that $O$ is small enough so that $T_{y}$ is 1-1 and onto for every $y \in O$.
Define $h: O \rightarrow E \times F$ by

$$
h(y)=h\left(y_{1}, y_{2}\right)=\left(y_{1}, f(y)\right)
$$

Observe that $h$ is continuously differentiable on $O$, and that

$$
d h_{x}(v, w)=\left(v, d f_{x}(v, w)\right)
$$

whence, if $d h_{x}\left(v_{1}, w_{1}\right)=d h_{x}\left(v_{2}, w_{2}\right)$, then $v_{1}=v_{2}$. But then $d f_{x}\left(0, w_{1}-\right.$ $\left.w_{2}\right)=0$, implying that $w_{1}=w_{2}$, and therefore $d h_{x}$ is 1-1 from $E \times F$ into $E \times F$. The exercise that follows this proof shows that $d h_{x}$ is also onto, so we may apply the inverse function theorem to $h$. Thus, there exist neighborhoods $O_{1}$ of $x$ and $O_{2}$ of $h(x)$ such that $h$ is a homeomorphism of $O_{1}$ onto $O_{2}$. Now, there exist neighborhoods $U_{1}$ of $x_{1}$ and $U_{2}$ of $f(x)$ such that $U_{1} \times U_{2} \subseteq O_{2}$, and we define $U$ to be the neighborhood $h^{-1}\left(U_{1} \times U_{2}\right)$ of $x$. Define $J$ to be the restriction of $h^{-1}$ to $U_{1} \times U_{2}$. Just as in the above argument for $d h_{x}$, we see that $d h_{y}$ is 1-1 and onto if $y \in U$, whence, again by the inverse function theorem, $J$ is differentiable at each point of its domain and is therefore a diffeomorphism of $U_{1} \times U_{2}$ onto $U$.
We leave the last part of the proof to the following exercise.
EXERCISE 12.12. (a) Show that the linear transformation $d h_{x}$ of the preceding proof is onto.
(b) Prove the last part of Theorem 12.10 ; i.e., show that $J\left(U_{1} \times\{z\}\right)$ coincides with the level set $f^{-1}(z) \cap U$.

We close this chapter with some exercises that examine the important special case when the Banach space $E$ is actually a (real) Hilbert space.

EXERCISE 12.13. (Implicit Function Theorem in Hilbert Space)
Suppose $E$ is a Hilbert space, $F$ is a Banach space, $D$ is a subset of $E, f$ : $D \rightarrow F$ is continuously differentiable on $D$, and that the differential $d f_{x}$ maps $E$ onto $F$ for each $x \in D$. Let $c$ be an element of the range of $f$, let $S$ denote the level set $f^{-1}(c)$, let $x$ be in $S$, and write $M$ for the kernel of $d f_{x}$. Prove that there exists a neighborhood $U_{x}$ of $0 \in M$, a neighborhood $V_{x}$ of $x \in E$, and a continuously differentiable 1-1 function $g_{x}: U_{x} \rightarrow V_{x}$ such that the range of $g_{x}$ coincides with the intersection $V_{x} \cap S$ of $V_{x}$ and $S$. HINT: Write $E=M \oplus M^{\perp}$. Show also that $d\left(g_{x}\right)_{0}(h)=h$. We say that the level set $S=f^{-1}(c)$ is locally parameterized by an open subset of $M$.

DEFINITION. Suppose $E$ is a Hilbert space, $F$ is a Banach space, $D$ is a subset of $E, f: D \rightarrow F$ is continuously differentiable on $D$, and that the differential $d f_{x}$ maps $E$ onto $F$ for each $x \in D$. Let $c$ be an element of the range of $f$, and let $S$ denote the level set $f^{-1}(c)$. We say that $S$ is a differentiable manifold, and if $x \in S$, then a vector $v \in E$ is called a tangent vector to $S$ at $x$ if there exists an $\epsilon>0$ and a continuously differentiable function $\phi:[-\epsilon, \epsilon] \rightarrow S \subseteq E$ such that $\phi(0)=x$ and $\phi^{\prime}(0)=v$.

## INDEX

EXERCISE 12.14. Let $x$ be a point in a differentiable manifold $S$, and write $M$ for the kernel of $d f_{x}$. Prove that $v$ is a tangent vector to $S$ at $x$ if and only if $v \in M$. HINT: If $v \in M$, use Exercise 12.13 to define $\phi(t)=g_{x}(t v)$.
DEFINITION. Let $D$ be a subset of a Banach space $E$, and suppose $f: D \rightarrow \mathbb{R}$ is differentiable at a point $x \in D$. We identify the conjugate space $\mathbb{R}^{*}$ with $\mathbb{R}$. By the gradient of $f$ at $x$ we mean the element of $E^{*}$ defined by $\operatorname{grad} f(x)=d f_{x}^{*}(1)$, where $d f_{x}^{*}$ denotes the adjoint of the continuous linear transformation $d f_{x}$. INDEX
If $E$ is a Hilbert space, then $\operatorname{grad} f(x)$ can by the Riesz representation theorem for Hilbert spaces be identified with an element of $E \equiv E^{*}$.

EXERCISE 12.15. Let $S$ be a manifold in a Hilbert space $E$, and let $g$ be a real-valued function that is differentable at eache point of an open set $D$ that contains $S$. Suppose $x \in S$ is $\mathrm{suct}^{p} \mathrm{tha}^{1} \mathrm{~A}_{g}(x) \geq g(y)$ for all $y \in S$, and write $M=\operatorname{ker}\left(d f_{x}\right)$. Prove Asplatthealuetof antad $g(x)$ is orthogonal to $M$. operator, 216
Adjoining an identity, 191
EXERCISE 12.16. (Method of Lagrange Multipliers) Let $E$ be a Hilbert space, let $D$ be an open subset of $E$, let $\left.\operatorname{Adjoin}_{\{ } f_{1}^{93} \ldots, f_{n}\right\}: D \rightarrow \mathbb{R}^{n}$ be continuously differentiable at each point of an, operatorume that each differential $d f_{x}$ for $x \in D$ maps onto $\mathbb{R}^{n}$. Alapgu's' Theqrever, set $f^{-1}(c)$ for $c \in \mathbb{R}^{n}$. Suppose $g$ is a real-valued diffeqehtraisedifferctiom $\mathrm{m}_{0}{ }^{2} D$ and that $g$ attains a maximum on $S$ at the pAplerexiprateidlantitifereletist real constants $\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$ such that

Baire measures, 26
$\left.\operatorname{grad} g(x)=\sum_{i=1}^{n} \begin{array}{c}\text { Baire } \\ \lambda_{i} \operatorname{grad} f_{i}(x) . \\ \text { Banach algebra, } \\ \text { sets }\end{array}\right) 26,166,175$ adjoining an identity, 191
The constants $\left\{\lambda_{i}\right\}$ are called the Lagrange axitz\&itiplipss
 manifold consisting of the functions $f \in L^{2}\left(\{0,1\right.$, 19$)$, for which $\|f\|_{2}=1$. (a) Define $g$ on $S$ by $g(f)=\int_{0}^{1} f(x) d x$. Usernal element, method of Lagrange multipliers to find all points where $g$ attainspojection element 189. (b) Define $g$ on $S$ by $g(f)=\int_{0}^{1}|f|^{3 / 2}(x)$ selfadjoint subset, 189 dind the maxiy $\begin{aligned} & \text { structure space, } 94\end{aligned}$ of $g$ on $S$.
structure space
of $L^{1}(\mathbb{R}), 196$
unitary element, 189
INDEX Banach $*$-algebra, 189
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Banach limits, 38
Banach means, 38
Banach space, 65
characterization, 66
complex, 65
reflexive, 93
reflexive criterion, 96
Bessel's Inequality, 147
Basis:
for a vector space, 2
for a topology, 5
orthonormal, 150
Bilateral shift, 159
Borel function, 19, 165
Borel measure, 19
Borel sets, 19, 165
Borel space, 167
$C^{*}$-algebra, 190
sub $C^{*}$-algebra, 190
Cartesian products, 1
Cauchy-Schwarz
Inequality, 142
Cayley transform, 159
of an unbounded selfadjoint operator, 234
Chain rule, 250
Character, 137, 240
Choquet's Theorem, 61
and the Riesz Represen-
tation Theorem, 97
Closed Graph Theorem, 71
Closure of an operator, 238
Cluster point, 35
Cofinal, 35
Compact operator, 221
characterization, 223
properties of the set, 223

Compact space, 5
locally compact, 5
$\sigma$-compact, 5, 20
Compact support, 19
Completion of a normed
linear space, 75
Complex Banach space, 65
Complex measure, 24, 91
norm, 92
Cone, 28
Conjugate linear, 143
Conjugate space, 90
Continuity (characterized), 49
Continuity and the graph, 50
Continuous spectrum, 217
Continuously differen-
tiable, 253
Contraction map, 255
Contraction Mapping
Theorem, 256
Convex hull, 54
Convex set, 54
Convolution kernels, 103, 104
on the circle, 103
operator, 103, 160
Convolution Theorem, 113
Countably normed space, 52
Cyclic vector, 171
Derivative, 245
Diagonalizable, 206
Diagonalizing a Hermitian matrix, 207
Diffeomorphism, 246
Differentiability, 245
Differentiable manifold, 261
Differential, 247
Dimension (vector space), 2
Direct product, 3
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Direct sum, 3 Hilbert spaces, 153
normed linear spaces, 65
projection-valued measures, 169
Directed set, 35
Discontinuous linear
functionals, 50
Discrete spectrum, 217
Distribution, 86
properties, 87
tempered function, 86
tempered measure, 87
Distributional derivative, 87
Distributions as derivatives of functions, 88
Domain of an unbounded selfadjoint operator, 233
Dual space, 81
Duality Theorem, 83

Eigenvalue, 158
Eigenvector, 158
Essential spectrum, 217
Essentially selfadjoint, 238
Extreme point, 59
Face, 59
Finite intersection property, 8
Finite rank operator, 221
Finitely additive measure, 40
translation-invariant, 41
First derivative test, 251
Fourier transform, 112
inversion Theorem, 114
Gauss kernel, 113
on $\mathbb{R}^{n}, 118$
$L^{2}$ transform, 116
Plancherel Theorem, 114
tempered distribution, 117
Frechet derivative, 247
Frechet space, 44, 86

Gauss kernel, 108
Fourier transform, 113
Gelfand transform, 195
General spectral
Theorem, 202
Generator of a one-parameter group, 239
Gleason's Theorem, 240
Gradient, 262
Gram-Schmidt process, 147
Green's functions, 108
for the Laplacian, 119?
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Hahn-Banach Theorem:
complex version, 41
extreme point version, 59
locally convex version, 56
norm version, 33,75
positive cone version, 28
semigroup-invariant
version, 39
seminorm version, 32
Hausdorff space, 5
Hausdorff-Young Inequality, 117
Hausdorff Maximality Principle, 1
Hermitian form, 143, 156
Hilbert space direct sum, 153
Hilbert transform, 120
Hilbert-Schmidt operator, 222
characterization, 225
Hilbert-Schmidt inner product, 228
Hilbert-Schmidt norm, 228
Idempotent operator, 158
Implicit Function
Theorem, 256
in Hilbert space, 261
foliated version, 260
Independence of spectrum, 201
Infinite Cartesian products, 1
Inner product, 143
Inner product space, 143
Integral kernel, 99
Integral operator, 99
bounded, 99
Invariance of the essential
spectrum, 236

Inverse Function
Theorem, 259
Involution, 189
Isometric isomorphism, 65
Isomorphism Theorem, 70
Jacobian, 249
Kernel and range, 3
Kernel, 99
convolution, 103
Gauss, 108
Poisson in $\mathbb{R}^{n}, 107$
Poisson on the circle, 107
Poisson on the line, 107
reproducing, 104
singular, 104
Krein-Milman Theorem, 60
Lagrange multipliers, 262
Linear functional, 4
bounded 21
conjugate linear, 143
norm, 90
positive, 12, 28
Linear isomorphism, 3
Linear transformation, 3
Locally compact, 5
Locally convex, 54
Matrix coefficient, 155
Max norm, 65
Mazur's Theorem, 193
Mean Value Theorem, 252
Mercer's Theorem, 233
Metric, 6
Metrizable space, 6
Minkowski functional, 56
Mixed partials, 254
Mixed state, 129
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Multiplication operator, 162
Multiplicity, 217
Multipliers on the line, 120

Natural map, 4
Neighborhood, 5
Net, 35
Non-locally convex space, 58
Norm:
of a linear functional, 90
of an operator, 72
Normable spaces, 66
Normal operator, 158
Normal topological space, 5

Observable, 127
compatible, 130
simultaneously, 130
Open Mapping Theorem, 71
Orthogonal complement, 146
Orthogonal projection, 158
Orthogonality, 146
Orthonormal basis, 150
Orthonormal set, 146
Parallelogram Law, 146
Parseval's Equality, 148
Partial isometry, 215
Plancherel Theorem, 114
Point spectrum, 217
Poisson kernel:
on the circle, 107
on the line, 107
in $\mathbb{R}^{n}, 107$
Polar decomposition, 215
Polarization Identity, 116, 145
for an operator, 155
Positive part of a selfadjoint operator, 214

Positive cone, 28
Positive functional, 12, 28
Positive operator, 158
Positive square root of a
positive operator, 213
Product topology, 7
Projection onto a
subspace, 152
Projection Theorem, 151
Projection-valued
measure, 167
canonical, 170
change of variables, 178
direct sum, 169
integral of a bounded function, 177
integral of an unbounded function, 186
invariant subspace, 167
$L^{\infty}(p), 168$
Riesz representation
Theorem, 179
unitarily equivalent, 168
Pure state, 129
Purely atomic spectrum, 217

Questions, 128
complementary, 130
ordering, 129
orthogonality, 131
sum, 130
Question-valued measure, 132
Quotient space, 4
Quotient topological vector space, 48
Quotient topology, 8

Reflexive Banach space, 93 criterion, 96
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Regular topological space, 5
Reproducing kernels, 104
Resolution of the
identity, 205
Resolvent, 197, 235
Restriction of a projectionvalued measure, 167
Riemann-Lebesgue Theorem, 113
Riesz Representation Theorem:
for $C_{0}(\Delta), 21$
complex version, 25
in Hilbert space, 153
for projectionvalued measures, 179
Riesz Interpolation
Theorem, 76
Ring of sets, 40
Schwartz space $\mathcal{S}, 53$
Second countable, 5
Second derivative test, 255
Second dual, 93
Self dual, 154
Selfadjoint extension, 239
Selfadjoint operator, 158
unbounded, 233
Selfadjoint subset, 189
Seminorm, 31
on a complex space, 41
Separating vector, 171
Separation Theorem, 58
Sgn (signum function), 78, 117
Simultaneously diagonalizable, 207
Singular kernels, 104
Spectral mapping
Theorem, 197, 205

Spectral measure, 204
unbounded selfadjoint operator, 234
Spectral radius formula, 199
Spectral radius, 197
Spectral Theorem: general,202
normal operator,202
selfadjoint operator, 205
unbounded selfadjoint operator, 233
Spectrum, 197, 235
characterization of point spectrum, 217
continuous, 217
discrete, 217
essential, 217
independence, 201
invariance of essential spectrum, 236
multiplicity, 217
point, 217
properties, 220
purely atomic, 217
States, 127
mixed, 129
pure, 129
Stone's Axiom, 11
Stone's Theorem, 207, 239
Strong topology, 81
Structure space, 194
of $L^{1}(\mathbb{R}), 196$
Subadditive functional, 31,55
Sub $C^{*}$-algebra, 190
Subnet, 35
Supporting vector, 171
Supremum norm, 21
Symmetry, 139
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Tangent vector, 261
Tempered distribution, 86
Tempered function, 86
Tempered measure, 87
Time evolution, 138
Topologically isomorphic, 44
Topology on a set, 5
basis for, 5
product, 7
relation among the weak, weak*, and norm, 93
$\sigma$-compact, 5, 20
weak and strong, 81
relative, 5
strong, 81
weak topologies and metrizability, 93
weak, 7,81
weak ${ }^{*}, 83$
Total variation norm, 92
Trace class operator, 224
the set, 225,228
Trace class norm, 231
Trace of an operator, 231
Transpose, 93
Twice differentiable, 253
Tychonoff Theorem, 36
Urysohn's Lemma, 8
Unbounded selfadjoint
operator, 233
Cayley transform, 234
domain, 233
positive, 233
resolvent, 235
spectral measure, 235
Spectral Theorem, 233
spectrum, 235

Uniform Boundedness
Principle, 73
Unilateral shift, 159
Unitary operator, 158
characterization, 158
Vanish at infinity, 19
Vector lattice, 11
Vector space direct
product, 3
Weak topology, 7, 81
Weak* topology, 93
Wigner's Theorem, 241
Young's Inequality, 102

