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Congruence semimodular varieties I: Locally finite varieties 

P. AGLIANO AND K. A. KEARNES 

Dedicated to Bjarni J6nsson on the occasion of his 70th birthday 

I. Introduction 

A lattice L is semimodular if for all x ,y  ~ L  the implication x A y 
x ~ y -< x v y holds. The notion of semimodularity arose from the investigation of  

closed subsets of  a set under a closure operator, C, which satisfies the following 
exchange principle: 

x ~ C(X) and x ~ C(Xw{y})  implies y e C(Xw{x}) .  

The lattice of closed subsets of  a set under such a closure operator is semimodular. 
Perhaps the best known example of  a closure operator satisfying the exchange 
principle is the closure operator on a vector space W where for X ___ W we let C(X) 
equal the span of X. The lattice of  C-closed subsets of  W is isomorphic to Con(W) 
in a natural way; indeed, if Y _~ W x W and Cg(Y) denotes the congruence on W 
generated by Y, then the closure operator Cg satisfies the exchange principle. For  
another example, let C denote the closure operator on the set A x A where C(X) 
equals the equivalence relation generated by X ~_ A 2. This closure operator satisfies 
the exchange principle, so the lattice of  all equivalence relations on A is semimod- 
ular. Equivalently, the congruence lattice of  any set is semimodular. 

The preceding examples suggest to us that semimodularity may be a natural 
congruence condition worth investigating. Research into varieties of  algebras with 
modular  congruence lattices had led to the development of  a deep structure theory 
for them. We wonder: how much of  the structure involved in congruence modular  
varieties exists for congruence semimodular varieties? How much more diversity is 
permitted? This paper may be considered to be an attack on the former question 
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while the sequel to this paper, Congruence semimodular varieties H: regular varieties, 
is an attack on the latter question. 

In this paper we examine locally finite congruence semimodular (CSM) vari- 
eties. The first two sections are fairly introductory, although there is material in 
Section 2 that is used later and can be found nowhere else. In Section 3 we exhibit 
natural congruences on Con(A) for any finite A generating a CSM variety. These 
natural congruences play a role similar to that played by the commutator  for 
algebras in a congruence modular variety. As an application we show that a strong 
version of  J tnsson's  Lemma extends to locally finite CSM varieties. In Section 4 we 
find that these congruences induce natural congruences on the subvariety lattice of  
any locally finite CMS variety. Section 5 exploits some of Dilworth's lattice-theo- 
retic results on decompositions in semimodular lattices. This section is on subdirect 
representations of  CSM algebras. Sections 6, 7 and 8 concern special topics. Section 
6 shows that it is fairly easy to locate the relatively distributive and relatively 
modular subquasivarieties of a CSM variety. Section 7 concerns the congruence 
extension property and shows, for example, that a variety with the CEP is CSM if 
and only if the 5-generated free algebra is CSM. Section 8 proves that a locally 
finite, CSM variety whose members have atomistic congruence lattices decomposes 
as a varietal product of  strongly abelian variety and an affine variety. 

The sequel to this paper examines regular CSM varieties. In that paper we 
introduce a natural way to quasi-order the universe of  any algebra. Regular CSM 
varieties are characterized in terms of  this quasi-order. A consequence of  this result 
is that a regular CSM variety can contain no nontrivial congruence modular 
subvarieties. Although there is visible structure in the algebras which generate 
regular CSM varieties, this structure is quite different than the kind of structure 
found in congruence modular varieties. 

The variety of  sets is semimodular, so the results of  [21] imply that congruence 
semimodularity implies no nontrivial Mal'cev condition. This means that some of  
the most useful techniques of  universal algebra are not applicable to CSM varieties. 
Correspondingly, there seems to be a scarcity of  results concerning CSM varieties 
which are not congruence modular. The results that are known include the facts 
that the variety of  sets is CSM, [20]; the variety of  semilattices is CSM, [6]; the 
CSM varieties of  regular semigroups have been characterized, [8]; and the CSM 
varieties of irregular semigroups have almost been characterized, [8]. There are a 
number of  lattice-theoretic results (see, for example, the chapters of  [3] concerning 
Decomposition Theory) which seem to have been proved especially for algebras 
with semimodular congruence lattices. For  the dual lattice-theoretic condition, 
lower semimodularity, it is known that a variety whose 2-generated free algebra is 
finite consists of  algebras with lower semimodular congruence lattices if and only if 
the variety is congruence modular, [11]. 
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The class of semimodular lattices is closed under a number of  class operators. It 
is not hard to see that semimodular lattices form an elementary class, so this class 
is closed under the formation of ultraproducts and elementary sublattices. We will 
not need these facts; the closure properties that we are interested in are those 
contained in the next definition. 

DEFINITION 1.1. A class of lattices is full if it is closed under the formation 
of subdirect products, interval sublattices and bounded homomorphic images. 

(A lattice homomorphism is bounded if each class of the kernel contains a least 
and a largest element. It is easily seen that a homomorphism between complete 
lattices is bounded if and only if it respects the complete lattice operations.) It is 
known that semimodular lattices form a full class of lattices (see [11] for a proof).  
In fact, they form a very large full class. If  • is the class of  semimodular lattices 
and 5 ~ is the class of all lattices, then Whitman's proof  that every lattice embeds 
into a partition lattice shows that S ( J ( ) =  50. The fact that ~(  is closed under 
subdirect products also shows that 

50 = S(oU) ~_ V ( X )  = H P s  (o~)  = H(~Yl), 

so every lattice is a quotient of  a semimodular lattice. 
Semimodularity was first defined only for finite dimensional lattices, the appro- 

priate condition on the lattice L being 

(WSM) x,  y ~ L ,  x A y ~, x ,  y ~ x ,  y -~ x v y .  

This definition is equivalent to our definition of semimodularity for finite dimen- 
sional lattices. We caution the reader that a number of ways have been suggested 
to extend the definition of semimodularity to infinite dimensional lattices. We have 
chosen to follow [3] by defining an arbitrary lattice to be semimodular if 

x ,  y e L ,  x A y - ~ , x ~ y ~ , x v y .  

A lattice satisfying condition (WSM) will be called weakly semimodular. Clearly a 
semimodular lattice is weakly semimodular. Theorem 3.7 of [3] proves that a 
compactly generated strongly atomic lattice is weakly semimodular if and only if it 
is semimodnlar. There are algebraic lattices which are weakly semimodular and not 
semimodular, so there are algebras which are CSM but not congruence weakly 
semimodular (CWSM). However, we do not know of a variety consisting of 
CWSM algebras which is not CSM. Hence we ask: 

PROBLEM 1. Is there a congruence weakly semimodular variety which is not 
congruence semimodular? 
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In the sequel to this paper we solve this problem negatively for regular varieties. In 
Section 7 of this paper we solve the problem negatively for locally finite varieties 
with the congruence extension property. In almost all of  our results the hypotheses 
of  semimodularity or weak semimodularity can be interchanged. 

In this paper, we will generally follow the conventions of  [ 19] to which we refer 
for the notation and results of universal algebra and lattice theory. For  tame 
congruence theory we follow [7] except as explained in Section 2. If  A is an algebra, 
Con(A) denotes the congruence lattice of  A with the usual ordering. Join and meet 
in a lattice, L, will be denoted by v and ^ respectively while 0L and 1L denote the 
smallest and largest elements of  L when they exist. In Con(A), 0A and 1A denote the 
smallest and largest congruences on A. If L is a lattice, ~, fl ~ L and ~ </3, then the 
interval [~,/3] is the set {~ ~L :  ~ < ~ -</3}. We will say that/3 covers ~ (~ is covered 
by /3) and we will write ~ ~/3 or/3 ~ ~ if ~ </3 and [~, t ]  = {~, fl}. If  ~ ~/3, then 
@, t )  is called a prime quotient and if 0L ~( ~ we will say that ~ is an atom. For 
X _  A 2, CgA(X) will denote the smallest congruence on A that contains X (or just 
Cg(X) if A is understood). If  X = {(a, b)}, then we may just write CgA(a, b) or 
Cg(a, b). If  f : B  ~ A  is a function and 0 is an equivalence relation on A, then 
OIB = {(x, y) 6 B x B I ( f (x) , f (y))  ~ 0}. 

2. Tame congruence theory 

There is no room here to include a summary of the results and ideas of tame 
congruence theory that are required for this paper. A copy of  [7] ought to be kept 
handy when reading many of our proofs. The purpose of this section is to describe 
how we depart from [7] and to mention results that cannot be found in [7]. 

We choose to separate the strongly abelian tame quotients into two different 
types. The following definition is due to E. Kiss (see [16]). 

D E F I N I T I O N  2.1. If  A is a minimal algebra, then A is of type 0 if every 
nonconstant polynomial is a trivial projection operation (A is polynomially equiva- 
lent to a set). If  6 < 0 in Con(B) and B is minimal relative to (6, 0) ,  we say that 
B has type 0 relative to (6, 0 )  if the minimal algebra (BIN)/(6[N) is of type 0 for 
every (6, 0)-trace N. If  (~, t )  is a tame quotient in a finite algebra C, then (~, t )  
has type 0 if for every U e Mc(~, t )  we have that CJt~ has type 0 relative to 
(alu,  f l lv) .  If a tame quotient (~, t )  is strongly abelian but not of  type 0 we will 
say that (~, t )  has type 1. 

The type-labels 0 and 1 are more closely related than any other pair of 
type-labels. For  example, it is possible for a prime quotient of type 0 to be 
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T H E  N U M B E R  OF ATOMS = [AUT(A)[ + 2 

Figu re  1 

perspective with a pr ime quotient  o f  type 1. To  see an example  of  this the reader 
only needs to assign type-labels to the congruence lattice pictured in Figure 1 ( the 
algebra is described in L e m m a  2.5). The following exercise describes the limits o f  
such behavior.  

E X E R C I S E  1. Let A be a finite a lgebra and assume that  for  i = 0, 1 we have 

cq <~ fli in Con(A)  and c~ 0 = fl0/x cq and fl~ = flo v ~l. Show that  if typ(c~ o, flo) r 0 or  

t y p ( ~ ,  fl~) r 1, then typ(c~o, fl0) = typ(cq, ill). 

Another  connect ion between the type-labels 0 and 1 is given in Theorem 2.2. There 
exist varieties whose type-set is {i} for  any i e {0, 2, 3, 4, 5} but  it is impossible to 
have 1 E typ{~U} unless we also have 0 E typ{V} .  The pathological  connect ions 
between the type-labels 0 and 1 will not  affect us as we will soon see that  type 1 
pr ime quotients  do not  occur  in CSM varieties. 

T H E O R E M  2.2. I f  1 e typ{~U}, then 0 ~ typ{~U}. 

Proof I f  A e ~ is a finite a lgebra with a minimal  congruence fl o f  type 1, 
U e MA(0A, fl) and N is a trace of  U, then V(AIN) contains a two-element  a lgebra 
C with only trivial polynomials  by L e m m a  6.18 of  [7]. Theorem 6.17 of  [7] implies 

that  there is a finite A ' ~  ~/f, an e e E(A' ) ,  f l ' e  Con(A' ) ,  U ' ~  MA(0A., fl ') and a 
fl ' lu,-equivalence class N '  such that  A'IN. is polynomial ly  equivalent  to CIc, a 
two-element  "set" .  Factor ing by a congruence 0 maximal  for O'lv = 0u if necessary, 
we may  assume that  every nonzero congruence on A'  restricts nontrivial ly to U' .  
We may  further assume that  fl '  is an a tom in Con(A' ) .  N '  is connected by 

(0A,, f l ' ) - t races  so, since IN'l = 2 ,  N '  is a (0A', f l '}-trace.  Every noncons tan t  
polynomial  of A'IN, is a trivial projection,  so typ(0A,, fl ') = 0. [] 
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The following definition is also due to E. Kiss and can be found in [16]. 

DEF I NI TI ON 2.3. An E-trace of A is a nonempty subset N _  A which is the 
intersection of a congruence class and the range of an idempotent polynomial. 

T H E O R E M  2.4. I f  A & an algebra and ~'~ is a full class of  lattices containing the 
congruence lattice of  every member of  V(A), then ~ contains the congruence lattice 
of  every member of V(AIu) for every E-trace N ~_ A. Conversely, i fB  is finite and 
contains C o n ( B I u ) f o r  every U e MB(~,/~) when ~-< t~ in Con(B), then J~ff contains 
Con(B). 

Proof Theorem 6.17 of [7] proves that if C~  V(AIN), then there is an 
A '~  V(A) and a congruence /?'E Con(A') such that Con(C) is a complete (hence 
bounded) homomorphic image of  the interval [0,~.,//'] in Con(A'). If Con(A') ~ ~Y(, 
then Con(C) a oY(. For  the converse, Lemma 6.1 of [7] proves that if B is finite, then 
Con(B) is a subdirect product of lattices of  the form Con(BIu)  for U ~ M~(~,/~) 
where c(-</~ in Con(B). If  ~ contains all lattices of this form it also contains 

Con(B). [] 

Since semimodular lattices form a full class of  lattices Theorem 2.4 suggests that 

the methods of  tame congruence theory might lead to a characterization of locally 
finite CSM varieties, or at least of  the locally finite varieties in which the finite 
algebras are CSM. Chapter 8 of [7] contains characterizations of other well-known 
congruence conditions for locally finite varieties in terms of  the type-set of  the 

variety and the structure of the minimal sets. For  example, a locally finite variety 
is congruence modular if and only if its type-set is a subset of  {2, 3, 4} and all 
<~,/~>-minimal sets have empty  tail. We do not know such a characterization of 
locally finite CSM varieties. If  one exists we feel that it must be complicated. There 

is one type-omitting theorem that holds for CSM varieties, so we proceed with its 
proof. 

LEMMA 2.5. I f  G is finite, then the variety of  all G-sets is CSM if  and only i f  
G is trivial. 

Proof Let f# be the variety of all G-sets for some fixed, nontrivial, finite group 
G. f# contains a simple, transitive G-set A and a simple, intransitive G-set B. (B has 
two elements and every element of  G acts as the identity permutation on B.) A x B 
is isomorphic to the disjoint union of two copies of  A. It is not hard to verify that 
Con(A x B) is the lattice pictured in Figure 1 which is not a semimodular 
lattice. [] 
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THEOREM 2.6. I f  ;r ~ is CSM, then 1 ~ typ{?/'}. 

Proof. If 1 E typ{~U}, then there is a finite algebra A s V which has a minimal 
nonzero congruence fl such that typ(0A, r) = 1. Any <0A, fl)-trace, N, is an E-trace 
which is polynomially equivalent to a transitive G-set. Now Theorem 2.4 proves 
that V(A[N ) is CSM and this contradicts Lemma 2.5. D 

This is the only type-omitting theorem that holds for CSM varieties, since the 
varieties of sets, vector spaces, boolean algebras, lattices and semilattices are all 
CSM. However, more can be said about the position of the different type labels in 
the congruence lattice of a finite algebra whose congruence lattice is semimodular. 
The following result is used a great deal in this paper. 

THEOREM 2.7. [11] Let a, fl and 7 be congruences on a finite algebra A that 

satisfy ~ v ? = f l  v? ,  a A ? = f l  A7 and ~ <fl. I f  Con(A) is semimodular, then 

typ{~, r} ~_ {0, 1, 5}. 

It is plausible that the reason that types 2, 3, and 4 do not occur in the critical 
quotient of a pentagon is that the associated minimal sets have empty tail. We have 
not been able to prove nor to disprove this. We pose the following problems 
concerning the structure of minimal sets in a CSM variety. 

PROBLEM 2. Assume that A is a finite member of a CSM variety ~ and 
(e, r )  is a prime quotient in Con(A) which has type 2, 3 or 4. If U ~ MA(~, fi) must 
U have empty tail? 

The answer to Problem 2 is "yes" if typ{~ f } c~.{0, 5} = i~- The reason for this is 
that Theorems 2.6 and 2.7 show that any CSM variety satisfying typ{:U} n {0, 5} = 

is congruence modular. Theorem 8.5 of [7] proves that all minimal sets have 
empty tails in a congruence modular variety. 

PROBLEM 3. Assume that A is a finite member of a CSM variety and (a, r )  
is a prime quotient in Con(A) which has type 0. If U e MA(a, r) must the body of 
U consist of a single trace? 

THEOREM 2.8. Let A be a locally finite algebra belonging to a C S M  variety 

and assume that (c~, r )  is a prime quotient of  Con(A) for which c~ ~ ft. Assume that 
? <fl but ? fo~. I f a  L f l  or i f A  isfinite or /f  $ r  then there is a least 

congruence 6 ~ [~ A ?, 7] for which ct v ~ = ft. 
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P r o o f  First we will prove the theorem under the assumption that either ~ L fl 
or 5 r typ{U}. Factoring by ~/x ? we may assume that ~ ^ 7 = 0A. Choose 6 to be 
the least element in [0A, 7] which is locally strongly solvably equivalent to 7- Since 

~ f l w e h a v e 0 A = ~ A T ~ f l A ? = 7 ,  s o 6 > 0 A .  We will show that 0A ~( 6. This 
will prove the theorem; for if 0 ~ [0A, 7], ~ v O = fl and 0 is not above 6, then the 
fact that 6 Z 7 implies that 0A = 6 A 0 Z ? A 0 = 0 which forces the contradiction 
that ~ = ~ v 0A Z ~ v 0 =/3. Therefore we only need to prove that 0~ ~(6. 

For  the purpose of  obtaining a contradiction, assume that 0A < ~ < 6. Since 
~ 6 there is a 1-snag {a, b} ~ 6 - 4. Let F be a finitely generated subalgebra of  

A containing a and b which has enough elements so that (a, b )~  ~lv v ~[v and 
{a,/3} is a 1-snag of  F. Let ~ = ~[v, ~-= ~[V, and 6 = ~ v CgF(a, b) _ 6Iv. Now, 
( < 6 ,  ~ v ~ - = ~ v 5  and ~ ^ ~ - = g ^ g ,  so Theorems 2.6 and 2.7 prove that 
typ{~-, 6-} _~ {0, 5}. If  ~ L/3,  then 0a = ~ ^ 6 L/3 ^ 6 = 6, so 0r L ~. In this case 
5 r typ{(, 6--}. Similarly, if 5 r t yp{~}  we have $ r typ{~-, 6-}. Either case yields 
typ{~-, 3-} = {0}. But this is impossible since (a, b) ~ 6 - r is a 1-snag. Thus in these 
two cases the theorem is proved. 

The remaining case is the one where A is finite. The last paragraph covered the 
situation where ~ L/3,  so we may assume that (~,/3> is a prime quotient of 
nonabelian type. Now Lemma 5.15 of  [7] proves that in this case there is a least 
6 E [a ^ 7, 1A] such that ~ v 6 =/3. (The semimodularity hypothesis is unnecessary 
for this case.) [] 

We will call the 6 of Theorem 2.8 the pseudo-complement below 7 of ~ under/3. 
In Lemma 5.15 of  [7] it is proved that the pseudo-complement below 7 of  ~ under 
/3 exists for any finite algebra if typ(~,/3) ~ {3, 4, 5}. The "pseudo-complement" 
described there agrees with our "pseudo-complement below Y," but it has the 
additional property that it is the least 6 s [~ ^ 7, 1A] for which ~ v 6 = ft. On the 
other hand, in a CSM variety the pseudo-complement below 7 of  Theorem 2.8 
exists for finite algebras when typ(~,/3) E {2, 3, 4, 5} and also in some situations 
involving infinite algebras. 

3. Congruences on Con(A) 

D E F I N I T I O N  3.1. If T _ {0, 1, 2, 3, 4, 5} and A is a finite algebra, then ,,~ is 
T 

the binary relation on Con(A) given by 

7/~ ~ typ{~ ^/3, ~ v/3} _~ T. 

T H E O R E M  3.2. I f  A is a f in i te  algebra in a C S M  variety, then ~ is a lattice 
T 

congruence t f  T = ~ ,  T = {0}, T = {0, 2} or {0, 5} _~ T. 
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Proof. The only part of  the theorem that is not covered by the results of  Chapter 
7 of [7] is that ~ is a congruence when {0, 5} c T. This is what we will prove here. 
Now for any T ~he relation 7 is a reflexive, symmetric relation on Con(A). We will 
show that when e </3 < 7 and e ~ fl ~ 7, then e 7 7. If  e ~: 7, then there exists 6 
and 0 such that e <- ~ -< 0 ~ 7 where typ(5, 0) r T. We may assume that the interval 
[e, 7] is minimal under inclusion with these properties. If/3 -< 6, then [6, 0] _ [/3, 7] 
which is false since typ(6, 0) r typ{/3, 7}- Hence we can find a congruence a '  such that 
/3 ^ ~ <( ~' -<-/3. The prime quotients (/3 ^ 8, ~ ' )  and (8, 8 v a ' )  are perspective 
prime quotients whose type label is a member of  T since the former quotient lies in 
[a,/3]. Since the label on (6, 0 )  is not in T it must be that 0 ~ 6  v e ' .  Now, 
6 v c~' ~( 0 v a '  and typ(6 v e ' ,  0 vct ' )  = typ(8, 0) ~ T. This is a contradiction to the 
minimality of [~t, 7] since [~(, 7] is a proper subinterval of [a, 7] with e '  "~r/3 ~ 7 which 
contains a prime quotient (6 vct ' ,  0 v a ' )  whose type is not in T. 

Now we show that ~ is compatible with v .  To see this, assume that Con(A) 
T 

is semimodular, a,/3, 7 ~ Con(A) and ~ ~/3.  We must show that ~ v 7 ~ /3  v 7. 
For  this it suffices to consider the case when ~ < fl, since we can replace e and/3 by 

^ fi and e v/3. We can find a chain c~ = 00 M" "" -< 0~ =/3 and typ(Oi, 0~+ ~) ~ T 
for all i < n. Let ~ = 7 v 0~. By semimodularity, either ~ = ~ + ~  or (Oi, Oi+ ~) 
and (0i, 0~+~) are perspective prime quotients. In the latter case, typ(O~, ~ +  ~) = 
typ(0~, 0i+ ~). Using the result of  the previous paragraph. 

typ{e v 7,/3 v 7} = typ{0o, ~9n } ---%- typ{0o, 0n } = typ{e,/3} ___ T. 

If  {0, 5} c_ T, then ~ is compatible with ^ .  To see this, take e,/3, 7 e Con(A) 
and e ~/3.  We must show that c~ ^ 7 r /3 ^ 7. Again it suffices to consider the case 
where a< /3 .  Now, if ~ ^ 7  ~ / 3 ^ 7 ,  then we can find a chain ~ A 7  = 
0o-< : " " "< 0n =/3 A 7 where, fdr some i, typ(0i, 0~+ l) = i r T. In particular, 
i e{2, 3, 4}. Now, e ^ 0i = c~ ^ 0i+1 and 0 i .<Oi+t so, by Theorem 2.7 and semi- 
modularity, we must have e < - - 6 = e v 0 ~ M e v 0 ~ + l = ~ t  </3. Of course, i =  
typ(8, tp) e typ{e,/3} ~_ T, which shows that e ~/3.  

Now to finish the proof  we must establisti that ~ is transitive if {0, 5} _ T. 
Assume that e,/3 and 7 are arbitrary elements of Con(A) and that ~ ~ /3  7 7- We 
need to show that typ{e ^ 7, e VT} _c T. In fact, we will prove the stronger 
statement that typ{~ ^/3 ^ 7, e v/3 v 7 } ~ T. Joining both sides of c~ ~ /3  with 
yields ~ 7 e v/3. Joining both sides of/3 ~ 7 with e v/3 yields a v f l r  ~ v/3 v 7. 
Since ~T is transitive on comparable triples, e ~r e v/3 v 7. Dually, c~ ^/3 ^ 7 '7 e' 
so ~ ^/3 ^ 7 ~ ~ v/3 v 7. This finishes the proof. ?_3 

~ ~ = ~ and ~ A If r and ~. are congruences on Con(A), then we have T V T" T~T" T 
"" = ~ in Con(ConA)). Hence, if Con(A) is semimodular, then Con(Con(A)) 
T" T ~  T" 
has a sublattice which is a homomorphic image of  the lattice in Figure 2. 
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iCon(A) 

/ i \  
- i X o x i  - 

0,2,3,5 O , 3 , 4 , 5  

0 0 0 F~, 

_ Y \!_/o,. 
~ '  0 

~ I 
0 

Ocon(A) 
Figure 2 

Two congruences T and T~" on Con(A)  are distinct if  and only if  

T c~ typ{A} # T '  c~ typ{A}. 

T H E O R E M  3.3. I f  A is a finite algebra which belongs to a C S M  variety, then the 
following hold. 

(1) Con(A)/0.7, s is a distributive lattice. 
(2) C o n ( A ) / ~  is a modular lattice. 
(3) Con(A)/o.  ~ is a meet-semidistributive lattice. 
(4) C o n ( A ) / ~  is a subdirect product o f  a meet-semidistributive lattice and a 

modular lattice. 

Proof. I f  we prove  (2) and (3), then (1) and (4) follow f rom the facts that  ~ v 
0,2 

= --~ and ~ ^ ,-~ = ~ and also the fact that  a modular ,  meet-semidistr ibut ive 
0,5 0,2,5 0,2 0,5 0 

lattice is distributive. Theorem 7.7 (2) o f  (7) proves  precisely that  (3) holds, so we 
only need to consider (2). To  prove  it we need to show that  if T = {0, 5} and 

a, fl, 7 ~ Con(A)  are congruences such that  a / ' 7  < f l i T  ' a / '7  ^ ?/ '7 = fl / '7 ^ 7/ ,  7 

and a / ' 7  v 7 / ' 7  =f l / ' 7  v 7 / ' 7 ,  then a T f l .  To  show this, let a ' = ( a ^ f l )  v 

(fl ^ 7) and  fi '  = fl ^ ( a '  v 7). The condit ions on a, fl and 7 imply that  a ,,~ ~ '  and 
T 

fl '7 fig Also a '  ^ 7 = fl '  n 7, a '  v 7 = fl '  v 7 and a '  < fl'. N o w  Theorem 2.7 proves  

that  a '  '7 fl ' ,  so a "7 a '  '7 fl '  '7 ft. []  
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Much of what we will say in the rest of  this section does not depend on 

semimodularity, but only on the fact that 7 is a congruence on Con(A) for certain 
T and all finite A. Therefore, we will phrase the results in this generality. 

~ is a congruence on Con(A) for some If  A is a finite algebra and 7- 
T _  {0, 1, 2, 3, 4, 5}, then we get at once that for any ~ E Con(A) there exists a 
maximal congruence p ~ Con(A) such that typ{~, p} ~_ T. We call p the T-radical of 

and we may also denote it by p~- when more precision is needed. I f  e = 0A we call 
p the T-radical of  A. The T-radical of  A may also be written as Pr  or pA when it 

is necessary to specify which set T or which algebra A is involved. For any 

c~ e Con(A) there is a minimal congruence a s Con(A) such that typ{cr, e} ___ T. We 

call a (or a ~ )  the T-coradieal of ~. I f  ~ = 1A we call a (or ~r r or a A) the T-coradical 

of A. We will call a finite algebra T-radical-free if its T-radical is the zero 

congruence. 

Notice that, by Corollary 5.3 of  [7], the relation 7 is preserved by homomor- 

phisms. That  is, if ~,/3, 7 E Con(A) and 7 ~ ~,/3, then c~ ~ / 3  if and only if ~/7 "7/3/7 
in Con(A/y). I f  ~U is a variety we will say that ~ is hereditary for ~ if whenever 

T 
A ~ ~f i . ,  B < A and ~,/3 ~ Con(A) we have 

One must wonder whether or not there is some way of extending the definition 

of the congruences of  the form 7 so as to be applicable to infinite algebras in 

locally finite varieties. We will find that in some circumstances this is possible, but 
first we will need a technical lemma. 

L E M M A  3.4. I f  L is an upper continuous lattice and h : L ~ K is a complete 

homomorphism onto the lattice K, then h(a) is compact in K i f  and only i f  a t is 

compact in L, where a t is the least element x ~ L for  which h(x) = h(a). K is algebraic 

i f  and only i f  for  every b ~ L we have (b, V S) ~ ker h for  some S ~_ {c <- b I e = c t 
and c is compact in L }. 

Proof. The map from g to L which sends h(a) to a+ is a well-defined, complete 

v -homomorph ism,  so we identify K with the v-subsemilattice of  L consisting of 
the elements of  the form x t. Compactness of  a lattice element is a notion which 
only depends on the complete, v -semilattice structure of  the lattice, so if a t is 
compact  in L it is certainly compact in every complete, v-semilattice of  L which 

contains it. For  instance, a t is compact in K if it is compact  in L. Conversely, if a t 
is not compact  in L, then we can find a set X ___ L such that a+ < ~ / X  although no 
finite join of elements from X majorizes a t. Closing X under finite joins if necessary, 
we may assume that X is upward-directed. Now, applying upper continuity and the 
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completeness  of  h we m a y  replace every x 6 X by (x ^ a+)+ and still retain the fact 

that  X is upward-di rec ted  and that  a~ -< V x .  N o w  every element of  ( the upward-  

directed set) X lies in K, is strictly below a+ and a+ -< V x .  This shows that  a~ is not  
compac t  in K either and  establishes the first par t  o f  the lemma.  We leave it to the 

reader  to verify tha t  the second par t  o f  the l emma  says precisely that  every element 

o f  the complete  lattice K is a join of  the compac t  elements that  lie below it. [] 

T H E O R E M  3.5. Let  ~ be a variety for  which ,,~ is a congruence on Con(A)  for  
any A ~ ~ , .  In order to define a relation ,,~ on Con(B)  for  any locally finite B ~ 3e" 

satisfying: 
(1) ~ = ,~ for  all A ~ 3e'~n 
(2) --~ is a complete congruence on Con(B)  for  any locally finite B ~ 3e ~ 
(3) ~ is preserved by homomorphisms. 

it is necessary and sufficient that ,,( be hereditary for  ~U. 

Further, when such a congruence can be defined, ,,~ can be chosen so that for  each 
locally finite B ~ 3e" the quotient C o n ( B ) / ~  is algebraic. 

Proof. First, assume that  (1), (2) and (3) hold and we will prove  that  ~ is 
T 

heredi tary for  3e-. Choose  A ~ ~ , ,  C < A and ~,/3 ~ Con(A)  with ~ 7 / 3 .  We need 

to prove  that  ~lc ~ ' /~lc.  Let  D be the subalgebra  of  A ~ consisting o f  all tuples 
which differ in at  mos t  finitely m a n y  coordinates  f rom a tuple of  the fo rm 

(c, c, c , . . .  ) where c E C. I f  r/i is the kernel o f  the i th coordinate  projection,  
restricted to D, then D/t/i ~ A. Fo r  0 ~ Con(A)  let 0 i denote  the congruence on D 

consisting o f  those pairs (d, ~) where (d~, e i) ~ 0. F o r  each i < ~o we have ~i/q~ ~, 

/3i/qi in Con(D/~h) so, by (1) and (3), ~i "~/~i in Con (D)  for all i < 09. Condi t ion  (2) 

implies that  ~ = / ~ i  < ~ ~ ~ / ~ i  < ~/3i =/~. Let  7 = {(x, 9) ~ D 2 [x~ = y~ for  all but  

finitely m a n y  i). 7 E Con(D) .  O f  course, 7 is the kernel o f  the h o m o m o r p h i s m  

~b" D ~ C  which maps  ff to c if  x~ = c for  all but  finitely m a n y  i. Not ice  that  

c2 v 7 ~ / ~  v 7- Also 02 v 7 = q~-l(~lc)  a n d / ~  v 7 = q5 -'(/31c ) so, by (3), we get that  

N o w  we prove  that  if ~ is heredi tary for  ~/#, then we can define ,-~ satisfying 
(1), (2) and (3). Fo r  the rest o f  the p r o o f  B will be a locally finite a lgebra  in ~//'. I f  

~,/~ ~ Con(B)  we will say that  ~ ~ /3  if a i r  ~, /3IF fo r  each finite subalgebra  F < B. 
,-~ for  all A ~ ~ , .  This shows that  (1) holds. Since T is hereditary,  ~ agrees with r 

F r o m  the definition, ~ is an equivalence relat ion that  respects complete  meets. To  
show that  ~ is compat ib le  with joins assume that  ~,/3, 7 ~ Con(B),  ~ ~ / /  but  

v 7 "P/3 v 7. We can find a finite subalgebra  F -< B such that  (~ v 7)IF ~ (/3 v ~))l F 
T 

al though O~IF ~ ~3IF. There  must  exist a pair  (&, 0) such that  
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and typ(cS, 0) q~ T. On the other hand, since el~ 7 13IF we must have 

[a, o] [e<lF " " (/?IF v 0<1,' "  IF) V v 

Since 0 is <-(~ v Y)IF v (/7 v y)[~ but ~(aIFVylF) V (/?IF V ~)[e), we can find a finite 
F' where F -< F' <-<- B and 0 _= (~[F" V ~t~') V (/?],-, V ~l~,) = O" For  this F' set )~ = 
(ale. v ?'le') A (fil~'" v 7},,-,). The fact that cz --, fl implies that 2 7 0. Further, 
)-IF -< (~ v 7)iF a ( f iv  7)IF <- fi < 0  --< ~91e. This contradicts our assumption that 
is hereditary, since ,~ ,~ .~ but 2tr + 0tr- Thus, ~ is compatible with v .  To show 
that it is v-complete we only neerd to prove that each ~-congruence class has a 
largest element (since Con(B) is algebraic and we already know that each ,-,-class 
has a least element). By Zorn's Lemma it suffices to prove that if c~ ~ fl~ and 
/7o -</71 < " " ' ,  then ~ ,-, V/?~. The argument for this is much like the one we just 
finished. Assume that ~ ~c V/?* and that a ~/?~ for each i. We can find a finite 
G < B such that c~[a A (V/?;)ia < 6 <;0 <- ala v (V/?~)lo and typ(6, 0) ~ T. How- 
ever, ea~V( /?~ to ) .  We can find a finite G' with G_<G'_<B such that 0 

T 
ela" v V( /?~la ' )=~.  For this G' set )~ =a la .  ^ (V(/?~]a.)). As before, )o7~ and 
)-la <- 6-<0 <-~[a. Thus, 2ta ~-0Ia ,  contradicting the fact that 7 is hereditary. 
This establishes (2). (3) is an easy consequence of our definition of  ~ and the fact 
that ~ is preserved by homomorphisms for finite algebras. 

T 
What is left to prove is that Con(B) /~  is algebraic. For this we will need 

Lemma 3.4 and a new characterization of ,-~. Suppose that F <- B is finite, 6 -~ 0 in 
Con(F) and typ(6, 0) = i. Choose a 0 ~ Con(F) which is minimal for the properties 
that ~ -< 0 and 0 $ ft. ~ is completely join-irreducible with lower cover 0 ,  and 
typ(0 . ,  0) = i. In particular, ~ is a principal congruence. Call any pair (a, b) ~ B 2 
a snag of type i if there is some choice of F, 6, 0 and ~ as just described such that 
CgV(a, b) = ~. We allow the possibility that (a, b) is a snag of type i and also of 

type j. 

CLAIM. I f  a, fi ~ Con(B), then ~ ~+ fl i f  and onty i f  ~ ^ fi and a v fl contain the 
same snags of  type i for each i ~ T. 

Proof  o f  Claim. If(a,  b) ~ a v fl - a ^ fi is a snag of type i q~ T, then we can find 
F, 6, 0 and ~ witnessing this fact. Of course, ~O = Cg~(a, b ) <  (~ v fl)iF and 

~(~ ^ fl)]s, If a ~f l ,  or equivalently ~ ^ fl ~ a  v t ,  then ~ ^ (a v fl)]v~.~ ^ 
(a A fl)tr < ~0,, since ~ is join-irreducible. This would imply i =  typ(qJ,, ~ ) ~  T 
which is contrary to our assumption. Thus, ~ ~/?. Now assume that ~ +fl  or, 
equivalently, that a ,x/7 7~ 0~ v/7. We can find a finite F' ~ B such that (~/x/7) IF' 
(~ V /7)IF" Say that (a 1", fi)IF < ~' "< 0' < (a v t)IF" and typO',  0') = j r T. Let ~" 
be a congruence below 0" which is minimal for ~ ' ~  6'. If t ) ,  is the unique lower 
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cover of 0 '  and (a', b') e 0 '  - 0 , ,  then (a', b') is a snag of  type j r T which is 

contained in (a v r )  - (~ ^ fl). This establishes the claim. 
Now, if (a, b) is a snag of  type i r T, then 7 = CgB( a, b) is the least element of  

its ,-~-class. This is because if 7 f 3, then (a, b) s 7 v 6 - 7/~ 3. By Lemma 3.4, for 
each snag (a, b) of  type i r T we have that CgB(a, b)/,,, is compact in Con(B)/,-~. If  

fl E Con(B) and a =- CgB({(a;, bi) e fl [ (ai, bi) is a snag whose type is not in T}), 
then a < fl and, by the claim, a ,-~ ft. Lemma 3.4 proves that Con(B)/,,~ is algebraic 
in these circumstances. [] 

Of the different possible extensions of  ~ to congruence lattices of locally finite 
T 

algebras, the congruence ~ defined in the proof  of Theorem 3.5 is the largest. We 
choose the largest extension to ensure that the quotient Con(B)/,,~ is algebraic. This 
particular extension of  ~ will also be called ~ throughout the rest of this paper. 
In particular, we will write --~ and ,,~ to denote the congruences s and sZ of [7]. 

0 , 1 , 2  0 ,1  

Each ~ -class of Con(B) has. a least and a largest element. Therefore, we can extend 
the definitions of  the T-radical of  a congruence or algebra, the T-coradical of  a 
congruence or algebra and the definition of  T-radical-free to any locally finite 
algebra for which ~ makes sense. 

T 

T H E O R E M  3.6. I f  ~ is a congruence on Con(A) for all A ~ ~/'~ and ~ is not 
hereditary for :U, then there exists a finite, subdirectly irreducible algebra B ~ ~ with 
monolith # and a subalgebra C < B such that typ(0B, It) ~ T and Oc ~ Itlc. (In 
particular, i f  r is a congruence on Con(A) for finite A and every finite s~ubdirectly 
irreducible algebra with monolith whose type is in T has only trivial subalgebras, then 

is a congruence on Con(A ' ) fo r  locally finite A'.) 
T 

Proof. If  ~ is not hereditary, then we can find a finite B' E 4//" with a subalgebra 
T 

C' -< B' and congruences c~ < fl in Con(B') such that a ~f l  but ~lc, ~ fl]c,. C' has a 
. . . . .  * T . 

join-irreducible congruence 0 < fllc, for which ~ $ e]c, and, where ip, is the lower 
cover of  0, typ(O, ,  0) r T. Say that ~k = Cg(a, b). Let 0 e Con(W) be a congruence 
containing a which is maximal with respect to not containing (a, b). The congruence 
0 is completely meet-irreducible with unique upper cover 0* = 0 v Cg(a, b). We 

have typ(0, 0") ~ typ{0 v a, 0 v fi}___ T, but Olc, ~ O*]c, since typ(O,,  ~9) 
typ{0[c,, 0*[c,}. Hence B = B'/0 is subdirectly irreducible with monolith # = 0"/0 
and C = C'/OIc, is a subalgebra for which the conclusions of  the theorem hold. [] 

T H E O R E M  3.7. Assume that ~ is a congruence on the congruence lattices of  
members of  ~ ,  and that ,,~ is hereditary for ~ .  I f  A is a locally finite T-radical-free 
subdirectly irreducible algebra contained in 3e-, then A ~ SPu(J~ff) where S consists o f  
finite T-radical-free subdirectly irreducibles contained in HS(A). I f B  is a locally finite 
T-radical-free algebra contained in ~U, then B ~ P~(~U) where ~ consists o f  T- 
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radical-free subdirectly irreducible algebras. I f  C is a locally finite algebra in ~U, then 

C/p c ~ SPP.(JT') 

where X cons&ts of  finite, T-radical-free subdirectly irreducible algebras from 
HS(C) .  

Proof. The first two s ta tements  of  the theorem are equivalent  to the third, so we 

only prove  the first two. 

The  p r o o f  of  the f r s t  s ta tement  is a slight modif icat ion o f  L e m m a  10.2 of  [5]. 

Let # denote  the monol i th  of  A. Since A is T-radical-free,  we can find a snag 

(a, b) ~ # of  type i ~ T. There is a finite subalgebra  F <- A such that  CgV(a, b) = ~ is 

join-irreducible,  ~ has ~ ,  as its lower cover  and t y p ( O , ,  ~)  = i. Let 5 e denote  the 
collection of  all finite subsets o f  A which contain  the subuniverse F and for  S e O ~ 

let Os E Con(SgA(S)) be a maximal  congruence not  containing (a, b). The  congru-  

ence 0 s is meet-irreducible with upper  cover  0" .  Further ,  0 s ~ O* since this would 
r 

lead to 

0 =O A (0")1 70 ^ (0s)l  <-- 0 ,  

or O ~ 0 , .  Hence,  Sg(S)/O s is a finite, T-radical-free subdirectly irreducible algebra 
for each S s 5 a. Let ~ be the filter on 6 e consisting of  all J -  _c 50 for which there 

is an So ~ 6 e such that  {S E 5 a I So - S} ___ Y .  Let  0/ /be an ultrafilter extending ~,~ 

and let D = 1-[~ Sg(S)/Os. Define a function q5 �9 A ~ D by ~)(X)s = x/Os if x s S and 
~)(X)s is arbi t rary  if x q~ S. We leave it to the reader to check tha t  the composi te  

m a p  A ~ D ~ D / q /  is a h o m o m o r p h i s m .  This h o m o m o r p h i s m  is an embedding 
because it fails to identify a and b. This establishes our  first claim. 

For  the second statement,  C o n ( B ) / ~  is an algebraic lattice, so we can express 
the bo t t om element as a meet  o f  completely  meet-irreducible elements: say 

0 / ~  = A ~ i / 7 .  We can choose the ~e e Con(B)  so that  they are the largest elements 

of  their respective r -c lasses .  This, and the fact that  each i / r  is completely  

meet-irreducible,  implies that  each c~ e is completely meet-irreducible and equal to 

its T-radical .  Now,  A ~ i T O B ,  so / ~ i  =0B.  This shows that  we can take 
x = (B /a , } .  [ ]  

We leave it to the reader to prove  that  Theo rem 2.7 extends to locally finite 
algebras in a CSM variety if ~ is hereditary.  Tha t  is, if B e ~ is locally finite and 

0,5 
in Con(B)  we have c~ < fl, e v ? = fi v 7 and ~ /x 7 = fi/x 7, then e 0,~ ft. F r o m  this 
the reader can show that  Theorem 3.3 holds for locally finite algebras in a CSM 
variety if ~ is hereditary.  

0,5 
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Now we begin exploring applications of Theorem 3.3. R. McKenzie is partly 
responsible for the following generalization of J6nsson's Theorem. 

T H E O R E M  3.8. Assume that V(3f ~) is CSM. I f  A is a finite subdirectly 
irreducible algebra in V(X) with monolith of type 3 or 4, then A ~ HS(J~I). I f B  is any 
finite algebra in V(oU) and p is the {0, 2, 5}-radical of B, then 

B/p e P~HS(gff). 

Proof The first statement of the theorem follows from the second, so we will 
only prove the second statement. Let B ' =  B/p; B' is a finite {0, 2, 5}-radical-free 
algebra in V(o~f). We can find a finite algebra C e SP(oY() and a congruence 

s Con(C) such that B'-~C/~.  Necessarily, e equals its {0, 2, 5}-radical. Let 
t/0 . . . . .  t/~ e Con(C) be congruences such that each C/t h is embeddable in a 
member of ~4# and Aqi = 0c. Since Con(C)/0,~, s is distributive, 

= ~ v ( A , 7 , )  0,7,5 A (~ v ,h)  : ~, 

so ~ < fi and ~ o,2~5 ft. We must have a = fl since fl is contained in the {0, 2, 5}- 
radical of ~. Thus, ~ = A(u v t/i) and so B' -~ C/a is a subdirect product of  the 
algebras {C/(a v qi)} ~ HS(Jt). [] 

In Theorem 3.8, if Of ~ is a finite set of finite algebras and ~U = V(oU) is 
congruence distributive, then ~U~n c PsHS(X). For any locally finite variety, this 
inclusion is equivalent to ~U = PsHS(cU). This is just J6nsson's Theorem for finitely 
generated, congruence distributive varieties (see [9]). We can improve this result for 
CSM varieties in which ~ is hereditary (which is always true if 5 r typ{U} or 

0,2,5 
even if we just have that the finite subdirectly irreducibles with type 5 monolith 
have only trivial subalgebras). 

T H E O R E M  3.9. Assume that V(X) is CSM and that o~5 is hereditary for 
V(~). I f  A is a locally finite subdirectly irreducible algebra "in V(X) which is 
{0, 2, 5}-radical-free, then A ~ SPurtS(Of ~) ~ HSPu(3f ). I f  B is any locally finite 
algebra in V = (J~'~) and p is the {0, 2, 5}-radical of B, then 

B/p ~ SPP~HS(JT'). 

Proof This follows from Theorem 3.7 and the fact, proved in Theorem 3.8, that 
the finite {0, 2, 5}-radical-free subdirectly irreducible algebras are contained in 
H S ( ~ ) .  [] 
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Let T, T' _c {0, 1, 2, 3, 4, 5}. We say that a finite algebra A satisfies the (T, T ' ) -  

transfer principle, if for any c~, fl, 7 ~ Con(A), with e ~( fl -< 7 such that typ(e, fl) e T 
and typ(fl, 7) e T', we can find a 6 with ct -< 6 < 7 with typ(e, 6) = typ(fl, 7). This 
definition is due to M. Valeriote. (See Chapter 3 of  [23].) In all of  our references to 
the (T,  T')-transfer principle we will assume that {0, 1} c~ T = ~ or {0, 1} _~ T and 
similarly that {0, 1}c~ T ' =  ~ or {0, 1} _~ T'. We do this in order to avoid the 
difficulties that arise when type 0 and type 1 prime quotients are perspective. With 
this convention, A fails the (T,  T')- transfer principle if and only if Con(A) contains 

a three-element interval [c~, 7] = {a, fl, 1' } where typ(e, fl) e T and typ(fl, t') e T'. We 
say that "U satisfies the (T,  T')- transfer principle if every finite member of  :t ~" does. 

THEOR EM 3.10. Assume that A is finite, T w  T' = typ{A} and Tc~ T" = f2~. The 
(1 ,  T ' )  and the ( T', T)- tramfer principles hold for  A if  and only if ~ and r~" are 
permuting congruences on Con(A). 

Proof If r and T. are (complementary) permuting congruences on Con(A), 
then Con(A) decomposes as a direct product of labeled lattices. From this it easily 
follows that A satisfies the (T,  T ' )  and the (T ' ,  T)-transfer principles. We Mll 

prove the converse. 
First, each transfer principle implies its "dual".  That  is, if the (T,  T')-transfer 

principle holds, c~ -< fl M ),, typ(e, fl) = i s T and typ(fl, 7) = J E T', then there is a 6 
such that 6-< ~' and typ(6, ;~)= i. To see this, use the (i, j)-transfer principle to 

obtain 0 where e M 0 < 7 and typ(c~, 0) = j. 0 complements fl in [e, I)], so we can 
choose any 6 E [0, 7] such that 6 -< 7. Since (6, 7) is perspective with (c~, fl)  the 

former quotient must have type i. 
Now, as ~ is reflexive and symmetric, we only need to show that it is transitive 

T 
and compatible with A. We can then use the dual of the transfer principle to infer 
that --, is compatible with v .  Then, as T and T' can be interchanged in these 

T" 
arguments, we may conclude that ~7 and T~" are lattice congruences. 

Compatibility of  ~ with A can be argued as follows: suppose ~ < fl, e ~, fl and 
A 7 ~ fl i },. Using the (T,  T')- transfer principle in [e A 7, fl A )'] we find that 

there must be a 6 such that c~ ^ 7 -< 6 and typ(c~/x 1', 6) E T'. If  0 is a congruence in 
[~, fl] maximal for not containing 6, then 0 has a unique upper cover in [e, fl], call 
it 0", and (e  /x 7, 6)  is perspective with (0, 0" ) .  The former quotient has a 
type-label belonging to T' while the latter has type label belonging to T. This is a 

contradiction. 
As ~ is a lattice tolerance on Con(A), to prove that it is transitive it suffices to 

r 
prove transitivity for comparable triples (as we did in the proof  of  Theorem 3.2). 
Assume that c~ < fl < 7 and e ~f l  ~7.  If  ~ ~r 7, we can find a prime quotient in [e, 7] 

whose type-label ties in T ~. Using the (T,  T')- transfer  principle we can find such a 
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quotient of the form (e,  6) .  We cannot have 6 </~, so e = 6 ^/~ ,~ 6 ^ 7 = 6, which r 
is false. This contradiction proves that ~ and ~ are lattice congruences. We will 

T T" 

be finished if we show that they permute. 
Choose c~ e Con(A) and let p}  and p~, denote respectively the T-radical and the 

T'-radical of e. We claim that 

typ{p~, 1~ } r T -= typ{p),,  1~ } r T' = ~ .  

To prove this, assume that typ{p}., 1A}c~T-r ~ .  We can choose 7 M6 in the 
interval [p}., 1A] where ? is minimal for the property that typ(?, 6) ~ T. If 7 > P~, 
then for some 0 satisfying p ~- < 0 <~ ? we must have typ(0, ?) e T'. But then, by the 
(T,  T')- transfer principle, we can find a congruence ~ with 

0 - < ~ < 6  and typ(0, O) e T .  

This contradicts the minimality of  7, so that we must have p~ = ?. But then p~ ~ 6 
and typ(p ~, 6) ~ T; this contradicts the fact that p~. is the T-radical of ~. Thus, 
typ{p~, 1A } c T' and so typ{p~., 1A ) c~ T = ~ .  Similarly, typ{p~-., 1A } f3 T' = ~ .  
This proves that p~, the T-radical of c~, contains the T'-coradical of A (in symbols: 
p~-/~, 1A). Similarly, the T'-radical of ~ contains the T-coradical of  A. 

Now choose any /~, ? ~ Con(A). From the previous paragraph we have that 
PBTT'~I A and p~ ,~IA.  It follows that p~r/xp~r,~pPr~fl and similarly that 
P~r ^ ~r '~:~ ' r ' r ,7 .  Hence, /?Tp~r ^ P~,~,7 which shows, that (/~, 7) ~ . . . .  r r, Since 
/3 and 7 were arbitrary, r ~ ~" = lC~ and r and r~" permute. [] 

COROLLARY 3.11. Let A be a finite algebra, and T, T' ~_ {0, 1, 2, 3, 4, 5} such 
that T w  T ' =  typ{A} and Tc~ T ' =  ;2~. I f  both the (T,  T ' )  and the (T ' ,  T)-transfer 
principles hold, then A < sd A/p~ • A/pAr, and typ{A/pAr.} ~_ T' and typ{A/pAr,} __q T. 
Further, Con(A) ~ Con(A/p~-) • Con(A/pAr,). 

Proof Straightforward from the preceding result. [] 

Corollary 3.11 shows how transfer principles help decompose finite algebras and 
varieties into algebras and varieties with smaller type-set. The next theorem 
localizes failures of some of the transfer principles and is a handy tool for 
establishing whether or not they hold. 

T H E O R E M  3.12. Assume that ,,~ is a congruence on Con( A) for all finite A ~ 
T 

and that Tc~ T ' =  ~ and T w  T ' =  typ{~/'}. Suppose that some finite algebra in 
fails the (T,  T')-transfer principle. Then there is a finite subdirectly irreducible 
algebra with congruences 0 ~ p ~ v where typ(0, p) ~ T and typ(#, v) ~ T'. 



242 P. A G L I A N O  A N D  K.  A.  K E A R N E S  A L G E B R A  U N I V .  

Proof Assume that B E ~ is the smallest algebra in ~ that fails the (T,  T ' ) -  
transfer principle. Say that [~, 7] is a three-element interval in Con(B) where 

"~ fl <~ 7 and typ(~, fl) E T and typ(fl, 7) ~ T'. By the minimality of IBI we must 
have ~ = 0o. If B is subdirectly irreducible we are done, so assume otherwise. Let 
6 ~ Con(B) be a maximal congruence with the property that fl ^ 6 = 0B. 6 is 
completely meet-irreducible with unique upper cover 6*. The prime quotients 
(0a, f l)  and (6, 6*)  are perspective and both have type in T. The (T,  T')-transfer 
principle and the fact that 6 is completely meet-irreducible with typ(6, 6") ~ T imply 

that typ{6, 1~} ~ T. Thus, 1 ~ 6  and 7 = 7  ^ 1 ~ 7  ^ 6 =0~.  But 7 ~ 0~, so our 
assumption that B is not subdirectly irreducible is false. [] 

If one examines the last proof  to see exactly where we used the hypothesis that 
T u T ' =  typ{~}  one finds that this hypothesis is unnecessary if ~ is CSM. We can 
therefore write down a better version of Theorem 3.12 for CSM varieties. The proof  
is essentially the same as the proof  for Theorem 3.12. 

T H E O R E M  3.13. Assume that ~U is a CSM variety. Suppose that some finite 
algebra in ~lr fails the (i, j)-transfer principle for some i ~ 4. Except possibly in 
the cases (i, J ) =  (i, 0),  (3, 5) or (4, 5) there must exist a finite subdirectly irre- 
ducible algebra A~[/~ with congruences OA "<It My where t y p ( 0 A , # ) = i  and 

typ(#, v) = 4. [] 

A semisimple CSM variety satisfies the (i, ])-transfer principle for every i r  4 

except possibly the six cases listed in the theorem. 

T H E O R E M  3.14. I f  ~ is locally finite and ,,( is a congruence on the finite 
members of ~U, then the class of algebras A ~ ~ for which typ{S(A)} c T is a 

subvariety of "U. 

Proof Let • be the class of all A E ~ for which typ{S(A)} ___ T. Clearly s (  is 
closed under the formation of subalgebras, s f  is closed under homomorphisms 
since typ{SH(A)} _c typ{S(A)}, therefore if A ~ S(  we have H ( A ) _  o~ff. Suppose 
A0, Al ~ ~ and B is a subdirect product B < sa A0 x A 1. If  B" < B is finite, then 
B" < sa A~ x A] where A~ < Ai ~ ~ .  Let ~i denote the kernel of the projection of B' 
onto A~. We have rc0~ 1B, r r q ,  so 1B, Trt 0 ^ zq = 0zv. Hence typ{S(B)} _c T and so 
B ~ Y .  This shows that ~ is closed under finite subdirect products. In particu]arl 
the finite algebras in X form a pseudovariety. ~U is locally finite which implies that 
typ{ V(Xf,)} = typ{s(~, } ~ T (since X~, = V(~(C~,)~n). Therefore V(~,~fffi,) ~_ X by 
the definition of 2f.  On the other hand, if C e ~ ,  then every finitely generated 
subalgebra of C is in s (~ ,  so C ~ V(J~f~,). Thus, S(  = V ( ~ )  is a variety. [] 
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We will call the subvariety described in Theorem 3.14 the loeaHy-T subvariety 
of ~U. 

T H E O R E M  3.15. Let r be a locally finite, abelian variety and set T = {0, 1}, 
T ' =  {2}. The following conditions are equivalent: 

(1) ~ satisfies the (T ,  T ' )  and (T ' ,  T)-transfer principles. 
(2) u/- decomposes as a varietal product # : r |  where ~rr is the strongly 

abelian subvariety o f  ~U and ~r is an affine subvariety of  ~/-. 

Proof. If  (2) holds, then it is easy to see that 7 and T~" are factor congruences 
on Con(A) for any finite A ~ U.  Hence (1) follows from Theorem 3.10. 

Now assume that ~ satisfies the (T,  T ' )  and (T ' ,  T)-transfer  principles. Since 
ss is a hereditary congruence on Con(A) for all finite A ~ ~ .  ~ is a 

T ~ T T" 

congruence on Con(A) for all finite A E ~V by Theorem 3.10. We claim that ~ = ~ 
T" 2 

is hereditary, too. This is far from obvious; we need to quote a sequence of difficult 
theorems to prove it. First, any locally finite abelian variety is Hamiltonian by 
Corollary 2.2 of [17]. Every Hamiltonian variety has the congruence extension 

property by the main result of  [ 15]. Finally, if A is a finite member of  a locally finite 
variety which has the congruence extension property, B is a subalgebra of  A, ~ -< fl 
in Con(B) and typ(~, fl) r 2, then there are congruences ~ * ~  fl* on A with ~ _ ~* 

and fl* = CgA(f l )  such that a*]B = a and fl*]z = fl and typ(~*, fi*) # 2. This follows 
from Lemma 2.3 and Theorem 2.t3 of  [13]. It is a consequence of  this result that 
if 6 ~ 0  in Con(A), then 6[s,'~O[s in Con(B); i.e., ,-~ is hereditary. 

2 2 

Let r and efT' be the locally-T and the locally-T' subvarieties respectively. r 
contains all the finite algebras in r which have type-set contained in T and r 
contains all the finite algebras in r which have type-set contained in T'. CA r is 
abelian and locally strongly solvable; so, by Theorem 2.0 of  [23], r is strongly 
abelian. ~F" v, is affine since it is abelian and typ{CPr ,} ={2}. A sketch of  the 
argument for this claim is as follows: typ{~T,} = {2} so, by Exercise 8.8 (2) and 
Theorem 8.5 of  [7], ~fT' is congruence modular. But any abelian, congruence 
modular variety is affine by Corollary 5.9 of  [5]. 

By Corollary 3.11, if A is a finite algebra in ~g, then PT and PT" are lattice- 
theoretic complements and A/p y ~ r and A/p T, ~ ~/'r. It is a consequence of this 
that r = ~/"r v U~-,. In order to show that this varietal join decomposition of  ~ is 
a varietal product decomposition, we must show that ~/PT and ~r" are independent. 
For this we must produce a binary decomposition term b(x,y)  such that 

~ r  ~ b(x, y) ~ x  and ~U T, ~ b(x ,y)  ~ y  (see Definition 0.7 of  [22]). Let's examine the 
free algebra F = F~(2).  Let a v and a~, denote the T-coradical and the T'-coradical 
of  F respectively. Let F r  = F/6~-and let F~, = F/a~,. Using Corollary 3.11 and the 
facts that pVr= a~, and p~-, = a ~ ,  we get that typ{Fr} = T, typ{FT,} = T" and 
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F <- ~d F r  x Fr, is a subdirect product decomposition. FT is the maximal homomor- 

phic image of  F into ~ r ,  so F r  = F~r(2). A similar statement is true with T' in 
place of T. Let G = F r  x Fr. .  We will use ~r  and ~r" to denote the kernels of the 
corresponding coordinate projections on G and o-~ and a~r, to denote the T-corad- 
ical and the T'-coradical of G. Since G/~r ~ F r  we must have typ{~v, lc } = T. In 
particular, o-or < gr  and similarly G~. < rCr.. If  act < ~r, then since Con(G) is 

(naturally) isomorphic to the direct product [~rcr, 1G] x [~Gr, , lc] (by Corollary 3.11 

again), we get 0c < rCr a a~r" < rCr/x ~r" = 06. This is impossible, so a~ = gr ;  
similarly act. = ~r' .  In particular, [r 1~] = [~r, la] is isomorphic to Con(FT) 

which in turn is isomorphic to [cr~r, IF]. Similarly, [aGr,, la] and [crv., le] are 
isomorphic. Corollary 3.11 yields that Con(F) ~ [a~,, 1F] x [o-v., IF] is isomorphic 
to [o-~, la] x [act,, 16] ~ Con(G). Since ~ has the CEP the restriction map from 

Con(G) to Con(F) is onto; this map must also be 1-1 because the lattices are finite. 

We will argue that this forces the natural embedding of F into G = FT x F r, to be 

an isomorphism. 
As we mentioned above, any locally finite abelian variety is Hamiltonian. The 

image of the embedding of F into G is a subuniverse of G, so this set is a 

congruence block. Say that it is a y-block for some congruence y e Con(G). As 

7IF = 1F = la IF we can only have 7 = 16. This implies that the natural embedding 
of F into G is onto and therefore an isomorphism. Thus, F ~  G = F r  x Fr..  

Identifying F with G, there is an element f s F such that x grf~T" Y. Let b(x, y) be 

a binary term representing f If  ~, )5 and f d e n o t e  the elements X/~r, Y/~r and f/~z r 
in F r = F~r (2  ), then b(2, ~) = f =  2. From this it follows that ~ r  ~ b(x, y) ~x .  A 
similar argument proves that "U r, ~ b(x, y) ,~y. Hence V = ~ r  | Vr.. [] 

Earlier versions of this manuscript were circulated before E. Kiss and M. 
Valeriote had proved that every locally finite, abelian variety is Hamiltonian. Those 
early versions contained a weaker result than the one just proved. Although not 
formulated in this way, the early versions contained arguments showing essentially 

that a locally finite, abelian variety which is Hamiltonian satisfies Theorem 3.15 (1) 
if and only if it satisfies (2). After Kiss and Valeriote announced their theorem it 
was pointed out to us that our result could be improved to the version given here. 
This suggestion was made to us on different occasions by R. McKenzie, M. 

Valeriote and one of the referees of this paper. 
Call an algebra A commutator neutral or just neutral if the commutator  in 

Con(A) is equal to the meet operation. Thus, A is neutral if C(g,/~; 6) ~ / x / ~  < 6 
is true for Con(A), A is herditarily neutral if every subalgebra of A is neutral. It is 
a result of modular commutator  theory that a finite set ~ of finite algebras 
contained in a congruence modular variety generates a congruence distributive 
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subvariety if and only if the algebras are hereditarily neutral. The corresponding 
result for CSM varieties is the next corollary. 

COROLLARY 3.16. Let ql be a CSM variety which omits 0 and contains the 
finite set ~ of finite algebras. ~ = V ( Y )  is a congruence meet-semidistributive 
subvariety i f  and only if  the algebras in J~ff are hereditarily neutral. 

Proof ~ is congruence meet-semidistributive if and only if typ{~/r } ___ {3, 4, 5} 
which is equivalent to the condition that every member of ~/# is hereditarily neutral 
(see Theorem 9.10 of [7] for a proof of this). Thus, the forward direction of the 
corollary is clear. For the other direction we can apply Theorem 3.14. The relation 

is a congruence on the congruence lattice of any finite member of U and the 
3,4,5 
locally-{3, 4, 5} subvariety contains o~, so it is all of ~ .  Hence typ{~//"} ~ {3, 4, 5} 
and V is congruence meet-semidistributive. [] 

Example 5.3 shows that the hypothesis that 0 ~ typ(~#} is a necessary one, for 
that example describes a finite hereditarily neutral algebra which generates a variety 
which is CSM although not congruence meet-semidistributive. 

The following theorem is a decomposition result for certain locally finite CSM 
varieties that omit type 0. 

THEOREM 3.17. Assume that ~ is a locally finite CSM variety that omits type 
O. Assume also that any non-solvable, finite, subdirectly irreducible algebra in ~U is 
hereditarily neutral. Then ~K" = ~ v ~3,4.5 = Ps(~/F2w ~3.4,5), there are binary terms 
bo(x, y) and bl(X, y) and the following conclusions hoM: 

(1) ~U 2 is locally solvable, congruence permutable and 

~ bo (x , y )~x ,  bl(X,y) "~y. 

(2) ~3,4,5 is congruence meet-semidistributive and 

~3,4,5 ~ bo(x ,y)~bl(X,Y) ,  b i (x ,y  ) ,.~x. 

Proof. Notice that ,-~ and ~ are congruences on the congruence lattice of any 
2 3,4,5 

finite algebra in ~ .  Define V2 to be locally solvable subvariety and V3,4,5 to be the 
locally-{3, 4, 5} subvariety. ~2 is congruence permutable since t y p {~ }  _ {2} and 
~3.4,5 is congruence meet-semidistributive since typ{~3,4.5} c {3, 4, 5}. 3e-2c~ ~/'3,4,5 
contains only trivial algebras and SPu(~zu  3r = ~ u ~3.4,5 contains all of the 
subdirectly irreducibles in V,  so ~ = 3e~2 v ~3,4,5 = Ps(.~2 u :U3,4,5). Let T = {2} and 
let T' = {3, 4, 5}. Theorem 3.13 and our hypothesis about non-solvable subdirectly 
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irreducibles guarantees that the (T, T ')  and the (T ' ,  T)-principles hold. Let 
F = F~(x, y). The argument in the proof of Theorem 3.10 can be used to show that 
if 0- 2 is the {2}-coradical of CgV(x, y) and 0-3,4,5 is the {3, 4, 5}-coradical of CgF(x, y), 
then 0-2 A 0"3,4, 5 = O F and 0.2 v 0"3,4,5 = C g E (  x ,  Y)" This means that 0"3,4.~ is solvable. 
Corollary 7.13 of [7] implies that Cg~(x, y) = a2 v 0-3,4.5 = 0"2 ~ 0-3,4,5 o 0'2; SO there 
exist bo, bl e F such that 

X 0" 2 b0 0"3,4,5 bl 0"2 y .  

We also use the symbols b0(x, y) and bl(X, y) to denote terms representing bo and 
bl. Since (x, b0), (bl, y ) e  CgE(x, y) it follows that Y/" ~ x~bi(x,  x). The kernel of 
the maximal quotient of F into 4//2 is precisely the {3, 4, 5}-radical of F and this 
(fully invariant) congruence contains (x, bo) and (bl,y). A consequence is that 
V2 ~ bo(x, y )~x ,  bl(X, y ) ~  y. Similarly, the {2}-radical of F is the kernel of the 
maximal quotient of F into ~3.4,5. This fully invariant congruence contains (b0, b~), 
so ~//3.4,~ ~ bo(x, y) ~bl(x, y). This finishes the proof. [] 

We remark that the assumption that ~ is semisimple and has the CEP is 
enough to guarantee our hypothesis on finite non-solvable subdirectly irreducible 
algebras. (Semisimplicity insures that the non-solvable subdirectly irreducibles are 
neutral; the CEP insures that this is inherited by subalgebras.) We remark that if 
5 r typ{~} holds in the above theorem, then ~ = ~2 |  ~/F3,4 where ~2 is congru- 
ence permutable and V3,4 is congruence distributive. We do not know if one always 
obtains a varietal product decomposition of ~ without the assumption that 
5 r typ{~}.  The problem lies in showing that ~2 and ~3.4,5 are independent. 
Proving this is equivalent to showing that one can choose the binary terms in 
Theorem 3.17 so that ff/~3~4~5 ~ bo(x,y),~y. 

Added in proof." Theorem 2.7 of [24] implies Y/~2 and ~3,4,5 are independent, so 
= U2 | Y/~3,4,5 in Theorem 3.17. 

4. Congruences on L~ 

As we have already mentioned, the two relations ~ and ~ are lattice 
0,1 0,1,2 

congruences on the congruence lattice of any finite algebra. In fact, these congru- 
ences are heridatary for any locally finite variety, so they can be defined on the 
congruence lattices of locally finite algebras. In this way we obtain two complete 
congruences on the congruence lattice of any locally finite algebra in ~ ;  e.g., on 
Con(F~(co)) and therefore on L~ :  the lattice of subvarieties of ~//~. Hence ~ and 

0,1 
induce congruences on L f  for any locally finite ~ .  It turns out that, for any set 

0,1,2 
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of  type labels T, if 7 is a congruence on the finite algebras of  some locally finite 

variety V ,  then ~ induces a congruence on the lattice of  subvarieties of  U .  

For  the rest of  this section we will use the notation 0~ to denote the least 
congruence 0 ~ Con(A) for which A/0 ~ q/. 

D E F I N I T I O N  4.1. Assume that ~e- is a locally finite variety and that ~ is a 
T 

congruence on the congruence lattices of  the finite members  of  ~ for some 
T _ {0, 1, 2, 3, 4, 5}. We will write oh, _~ ~r for subvarieties q/, r ___ u / t o  mean that 

T 

for each n we have Or 7 0 ~  where F = F : (n ) .  

L E M M A  4.2. Assume that 7U & locally finite, ~ ~ ~_ V are subvarieties and 
is a congruence on the congruence lattices of  the finite members of ~ e~. The following 
conditions are equivalent. 

(1) qb - - -~ .  
T 

(2) ~ and ~ contain the same finite, T-radical-free algebras. 

Proof. Assume that q / - ~ # :  and that A ~ q/ is a finite, T-radical-free algebra. 
T 

Choose n < ~ large enough so that F = F : ( n )  has a homomorphism onto A and let 
be the kernel o f  such a homomorphism.  Since A ~ qg we have 0~ < ~. Hence 

= c~ v O~ ~ ~  v 0~:. But the fact that A is T-radical-free implies that ~ is its own 
T 

T-radical, so 7 v 0 ~  = ~.. This shows that A ~ F/~ is a homomorphic  image of  
F / 0 ~  ~ F~(n) ,  so A ~ ~ .  This is enough to show that (1) implies (2). 

For  the other direction, assume that q/ ~ ~tV. There is a finite algebra G which 

is free relative to ~ for which 0~ ~ 0 ~ .  Since ~ is a congruence on Con(G), we 

may assume that 0 ~  is not below the T-radical, p, of  the congruence 0~. But this 
means that G/p is a finite, T-radical-free algebra which is in q / -  ~ since 0~ -< p 
and 0 ~  Sp .  Thus, (2) implies (1). [] 

T H E O R E M  4.3. I f  7; r & locally finite and ,,( is a congruence on the congruence 
lattices of  the finite members of ~:', then ~ is a congruence on Lr  Furthermore, the 
quotient lattice L : / ~  is both algebraic and dually algebraic and the natural map of  
L~  onto L : / ~  is complete. 

Proof Lemma 4.2 makes it clear that ~ is an equivalence relation on L :  which 
is compatible with arbitrary meets. Suppose that q/, ~r 5e ~ ~ and q / _  ~r To 

T 
show that 5 e v 0//___ 5 e v ~ take a finite T-radical-free algebra A ~ 5 e v q/. We can 

T 

find algebras Bse e ~9 ~, B,u e o// such that some subdirect product B < sa B se x B~ 
has a homomorphism onto A; we choose B~ and B~ of  the smallest possible 
cardinality. Let z~se and Tcou denote the kernels of  the maps of  B onto B~ and B~ 
respectively. Let ~ denote the kernel of  the homomorphism of  B onto A. Let p :  
denote the T-radical of  ~z: and Pqt denote the T-radical of  rc~. I f  rc~ < p~,  then the 
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minimality of B~ forces p~ ,,, n~ :~ c~. But in this case 

n~ ~p~u ~OB rP~ u /X n~--~O~"O~r V (P~u A rose) 

shows that e is strictly smaller than its T-radical. This is impossible since B/e is 
T-radical-free. Thus, rc~ = p~ and B~ is T-radical-free. Both ~ and ~r contain the 
same T-radical-free algebras, so B~ ~ ~/K. This gives us that B and therefore A are 
in 5 e v "r Using symmetry and Lemma 4.2 we conclude that 5 e v o//_~Se v ~W. 

r 
In proving that the natural map of L~  onto L ~ / r  is complete it is enough to 

show that every r -class has a least and a largest element. It is clear that the class 
q l / r  has a least element: it is the subvariety of  q/ that is generated by the 
T-radical-free algebras in q/. To prove that q l / ~  has a largest element we first 
prove that this congruence class is closed under unions of chains. If  q/o -~ q/~ -~ " " " 
is a chain of subvarieties of "U where each q/i contains exactly the same finite 
T-radical-free algebras as o//, then (V0k'i)y, = U(q/i)f, since all of  the varieties are 
contained in the locally finite variety V .  Therefore the join of  this chain contains 
the same finite T-radical-free algebras as q/, i.e. the join of  a chain in q l / ~  again 
lies in U~/r" Zorn's Lemma shows that every variety in q / / r  can be extended to 
a maximal variety in q / / r "  If 5 e and '~r are maximal varieties in ~ / / r '  then the 
fact that ~- is a congruence shows that 5 e -- ~9 ~ v ~ - f ' ,  so Se = ~/r This gives us 

T T T 
that the class ~  has a largest element. 

Now we will show that L ~ / ~  is algebraic. We will apply Lemma 3.4 to 
establish this. Notice that L~- is complete and its compact members are precisely the 
finite generated subvarieties of ~U. Every locally finite variety is the join of the 
finitely generated subvarieties that it contains, so L f  is algebraic. In particular, it is 
upper continuous. We've shown that the natural map from L ~  to L r  is 
complete. Now we can use Lemma 3.4. I f  A is a finite, T-radical-free algebra, then 
V(A) is a compact member of  L~- since it is a finitely generated variety. Further, a 
variety of  this form must be the least element of  its ~ =class, since no proper 
subvariety contains the T-radical-free algebra A. By Lemma 3.4, V(A)/~ is a 
compact member of L ~ / T "  NOW suppose that ~ is an arbitrary member of L~-. 
Let 

~r = ~ /5a  where 5 ~ = { V(A) [ A is a finite, T-radical-free algebra in ~} .  

~r is a subvariety of ~ which contains all the finite, T-radical-free algebras in ~//, 
hence q / -  ~//~. Lemma 3.4 shows that L ~ / r  is algebraic. r 

To prove that L , ~ / r  is dually algebraic we will use the dual of  Lemma 3.4. 
First observe that L,~ is dually algebraic since it is dually isomorphic to Con(F) 
where F is Ff(cn) with all endomorphisms adjoined as unary operations. This 
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implies that L~  is lower continuous and that the dual of Lemma 3.4 applies. Now 
suppose that og _ ~ and that A �9 ~ - o// is a finite, T-radical-free algebra. The 

collection of  varieties ~/U �9 [5//, ~ ]  which do not contain A is closed under unions of 
chains (again we are using the fact that for a chain of  subvarieties of  ~ we have 
(Vq/~)f, = U(q/~)~,). Hence by Zorn's Lemma ~//can be extended to a variety q/A 
which is maximal in L~  with respect to not containing A. Every larger subvariety 
of ~U contains A, so 0gA is the largest element of its -- -class. It is also dually 

T 

compact in L~ .  To show this, we must verify that if X ~ L~  is a downward- 
directed set of varieties containing ~A and q/A r X, then A X  ~ q/A. Suppose that 
X is a downward-directed set of varieties, each properly containing ~//A. Each 
member of X contains A, so A e A X  and A X  q~ ~#A. By the dual of  Lemma 3.4, 
~//"/~ is dually compact in L ~ / ~ .  Further, if ~ e L~  and ~ is the intersection of  
all varieties of the form ~//A where A is a finite, T-radical-free algebra not in og, then 
~/U is a subvariety of  ~ extending 0g which has no T-radical-free algebras not 

already in q/. Thus, ~ ~--r q/ and so L ~ / r  dually algebraic. [] 

T H E O R E M  4.4. I f  ~ is a locally f inite C S M  variety, then the following hold. 

(1) Lf/0,~,s is a distributive lattice. 
(2) L ~ / ~  is a modular lattice. 

(3) L ~ / ~  is a join-semidistributive lattice. 

(4) L~  / ~ is a subdirect product o f  a join-semidistributive lattice and a modular 

lattice. 

Proof. In Con(L~)  we have _ n ~ -  ~ and - v - ~  -- for any T a n d  
T T ~ T n  T'  T T" T ~  T" 

T' as long as r and -~ are congruences. This fact applied when T = {0, 5} and 
T" 

T' = {0, 2} shows that we only need to verify (2) and (3). To prove (2) assume that 
L , ~ / ~  is nonmodular.  That is, assume that there are q/, ~K and 50 such that 

q / / ~  _< ~/K/~,, (5O v 0//)/~, =(5O v ~r and (5O ~q / ) /~ ,  = ( 5 o c ~ K / ~  but 

q / ~  ~K. Using the projectivity of Ns, we may assume that ~  
5O v ~ = 5O v ~ and 5 ~ og = 5" ^ ~ .  Now ~# ~ ~K, so there is a finite {0, 5}- 
radical-free algebra A s ~ K -  q/. Since ~/K_ 5O v ~// we can find finite algebras 
B �9 5O and C �9 ~ such that some subdirect product D < ~d B x C has a homomor- 
phism onto A. Let n = IDI and let F denote F~(v). F has a homomorphism onto D 
and therefore onto A. Let ~ < e �9 Con(F) denote kernels of a homomorphism of  F 
onto D and A respectively. Consider the congruences 0 r , ,  0v~ and 0~.  Of course we 
have O r  < 0~ and 0v~ < e. Also, we have 

0~ v 0~ = 0 ~ , ~  = 0 ~  = 0 ~  v 0o~. 

Let fl = 0~ and ~ = 0~. Since B e 5O and C �9 o//we get that fl ^ 7 < 6 < a. Now let 
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0 = (fl/x 7) v 0K. Certainly 0 < e and 0 < 7 although ~ 5 ~. This shows that 
<7- The previous displayed equation implies that f i v  ~k =f l  v 7- Since 

~O <7,  fl/x ~ =f l  ^ 7 A ((fl A 7) V 0 v )  = fi ^ ~. Thus, ~k~7 by Theorem 2.7. From 
this we get ~ v 7o.~ v ~ = a. But then (~ v 7)/c~ is a nonzero congruence on 
F/a ~- A which is contained in the {0, 5}-radical of A. Since A is {0, 5}-radical-free 
this is impossible. This contradiction proves (2). 

If F = F<(co), the complete congruence L of [7] on Con(F) induces a complete 
congruence ~ on L.<: 

s 
q/ - ~ K  if and only i f 0  re L O K .  

For an equivalent way of defining this congruence notice that the restriction of L 
on Con(F) to the sublattice of fully invariant congruences on F is a complete 
congruence. The proof of this requires only that the inclusion map of the lattice of 
fully invariant congruences into Con(F) is a complete embedding. The natural dual 
isomorphism between L~  and the lattice of fully invariant congruences on F allows 
us to transfer this complete congruence to a complete congruence on L~p ; this 
congruence on L~- is just ~ as we have defined it. An argument similar to the proof 
of Lemma 4.2 shows that u// ~ r if and only if ~' and "W contain the same 
countably generated algebras which have trivial solvable radical. In particular, q/ 
and ~ contain the same finite, {0, 2}-radical-free algebras. This shows that 

__ - .  Now L ~ / ~  is dually embedded into Con(F) /L  which, by Theorem 7.7 of 
0,2 

[7], is meet-semidistributive. Hence L < / ~  is join-semidistributive. By (an infinitary 
version of) the second isomorphism theorem we have that L</0,2 is a complete 
homomorphic image of L ~ / ~ .  But the class of complete, join-semidistributive 
lattices is closed under complete homomorphisms, so L ~ / ~  is join-semidistribu- 
tive. [] 

THEOREM 4.5. Assume that ~U is a locally finite C S M  variety and that ull ~ ~U. 

I f  A e ~/" is a fn i t e  {0, 5}-radical-free algebra, then in L< 

d//.< ~// v V( A) -~ d// c~ V(A) < V(A). 

Proof. We certainly have ~//n V(A) < V(A) since A ql ~//. Choose any ~ such 
that q/c~ V(A) < ~K -< V(A). Theorem 4.4 (2) proves that ~q/~o-~ V(A). Since A is 
{0, 5}-radical-free, Lemma 4.2 proves that A E ~/K, so ~K = V(A). This shows that 
~//n V(A) < V(A). [] 

EXAMPLE 4.6. Theorem 4.5 shows that a certain amount of dual semimodu- 
larity must hold in L~  when ~ is a locally finite CSM variety. There is a natural 
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\o /  

Lu 

Figure 3 

dual embedding of L r  into the semimodular lattice Con(Fr but, since semi- 
modularity is not usually inherited by sublattices, we should not expect L r  to be 
dually semimodular. To construct an example of a CSM variety whose subvariety 
lattice is not dually semimodular, let R denote the 2-element semigroup satisfying 
the equation xy ,~ y. Let S denote the 2-element semilattice. Con(R x S) is isomor- 
phic to the 5-element non-(semi)modular lattice, Ns. Let M be the monoid obtained 
by adjoining a unit element to R • S. M satisfies the equations x 2 ~ x and xy ~ yxy 
so, by Theorem 3.18 of [2], the unary variety, q/, of all left M-sets is CSM. 
However, L~u is dually isomorphic to Con(M) which contains an interval isomor- 
phic to Con(R x S). Thus L~ is not dually semimodular. See Figure 3. 

5. Subdirect products 

In this section we compare the type-set of a subdirect product of algebras in a 
CSM variety to the type-sets of the factors. We also investigate the existence of 
irredundant subdirect product decompositions in CSM varieties. 

THEOREM 5.1. I f  A & a finite algebra in a C S M  variety and A < sa IJ~ ~ 1 A~ & 
a subdireet representation o f  A, then 

typ{A} ~- ( ? I  typ{Ai})  w {O' 

Proof  Let n~ ~ Con(A) denote the restriction of the kernel of the ith projection 
on l~i~, Ai to A. Let T =  (Ui~ i  typ{Ai}) u{0,  5}. By Theorem 3.2, ~ is a congru- 
ence on Con(A). Clearly ~iT1 A for all i, so 1A--~(Ai~1ni)=0A.  Hence 

T 
typ{A} ~_ T. [] 
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COROLLARY 5.2. I f  ~ff is a finite set of  finite, similar algebras which generate 
the C S M  variety ~ ,  then 

typ{~.} __ typ{S(~)  } w typ{F~(2) } w {5}. (*) 

Proof. The type-set of ~ equals U.<~ typ{F~(n)} and each free algebra, 
F~ (n), is a finite subdirect product of members of S(~r). Theorem 5.1 implies that 

typ{V} __ typ{S(og() } u {0, 5}. 

However, if there is a finite algebra A ~ V with a minimal nonzero congruence, ~, 
where typ(0A, ~) = 0, then the subalgebra B < A generated by a pair of elements 
a, b ~ A where (a, b ) e  ~ -  0A is 2-generated and has a nonzero strongly abelian 
congruence, CgB(a, b), which must be of type 0. Hence, if 0 ~ typ{~V}, then 0 
typ{B} _c typ{F~(2)}. Thus, typ{~U} __ typ{S(~)} w typ{F~(2)} w {5} holds. [] 

If  0 r typ{~} in Corollary 5.2, then 5 ~ typ{~} if and only if 5 E typ{F~(4)}. 
This follows from Theorem 2.7 and A. Day's characterization of congruence 
modular varieties given in [4]. We conjecture that Corollary 5.2 can be improved so 
that (*) reads typ{"U } _ typ{S(~ff)} w typ{F~(4)}. See Corollary 7.6 for a result of 
this kind. 

The proof of Corollary 5.2 shows that if 0, 5 r typ{~},  i.e., ~ is congruence 
modular, then typ{~} _ typ{S(oU)}. This stronger result does not hold for other 
CSM varieties as the next example shows. 

EXAMPLE 5.3. Let A be the algebra on {a, b, c} with two binary operations, 
f ,  g, defined byfA(a, a) = a andfA(x, y) = c otherwise, gA(b, b) = b and gA(X, y) = C 
otherwise. We leave it to the reader to check that typ{S(A)} = {5}. Every term 
operation of ~V = V(A) which is composed from both f and g depends on none of 
its variables in ~ .  Any two such terms are equivalent; they are constant and they 
name the same element. Now, if X = A Z - { ( a , b ) } ,  then X is a block of a 
congruence ~ on A 2 since (a, b) is not in the range of fA2 or gA2. The quotient 
N=A2/~  consists of two elements O = X / ~  and 1 =(a ,b ) /~  and f N ( x , y ) =  
O=gN(x ,y )  for all x , y  ~ N. This shows that typ{N} = {0}, so 0~ typ{~} 
typ{S(A)} = {5}. What remains to show is that Y/- is CSM. We leave it to the reader 
to apply Theorem 3.13 of [2] to ~ = {A, S<2,2>} and show that reg V is a regular, 
polynomially orderable variety. It follows from this and Theorem 3.11 of [2] that 
is CSM. 

Corollary 3.5 of [2] implies that the regularization of any congruence modular 
variety fails to be CSM, since congruence modular varieties are strongly irregular. 
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Thus the join of  two CSM varieties need not be CSM (reg r  = "f" v V(S~)). The 
variety described in Example 5.3 is CSM and equal to a join of  two subvarieties 
which are congruence meet-semidistributive. (A of that example is a subdirect 
product of subalgebras Pa = SgA({ a, c}) and Pb = SgA({ b, c}), SO V(A) = V(Pa) v 
V(Pb). Each of  V(P~) and V(Pb) is equivalent to the variety of semilattices with 
zero, so they are congruence meet-semidistributive.) However, V(A) is not congru- 
ence meet-semidistributive since 0 ~ typ{V(A)}. Thus, the join of  two congruence 
meet-semidistributive subvarieties of  a CSM variety need not be congruence meet- 
semidistributive. We do not know if the join of  two congruence modular (or  
congruence distributive) subvarieties of  a CSM variety must be congruence modular 
(congruence distributive), so we pose this as a problem. 

PROBLEM 4. Is it true that the join of two congruence modular (congruence 
distributive) subvarieties of a CSM variety is congruence modular (congruence 
distributive)? 

DEF INI TI ON 5.4. If  a is an element of  the complete lattice L, then a 
decomposition of  a is a representation, a = AS,  of  a as the meet of  a set S of  
completely meet-irreducible elements of  L. A decomposition a = A S  is irredundant 
if for all s s S we have a r  {s}. A decomposition a = A S  is strongly 
irredundant if whenever s ~ S and s* is the unique upper cover of  s we have 
a C s*A A ( S - { s } ) .  A complete lattice has replaceable (strongly) irredundant 
decompositions if every element has a (strongly) irredundant decomposition and 
whenever a = A S  = A S '  are (strongly) irredundant decompositions of a and s 6 S 
there is an s ' s S '  such that a = s ' ^  A ( S - { s } )  is a (strongly) irredundant 
decomposition of a. 

Morgan Ward was the first to prove that if every element of  a lattice has a 
unique irredundant decomposition and every decomposition contains an irredun- 
da n t  decomposition, then the lattice is semimodular. Conversely, one finds that 
semimodularity seems to be a natural hypothesis for many existence and uniqueness 
results concerning lattice decompositions, see chapters 6 and 7 of  [3]. Decomposi- 
tions of elements in a congruence lattice correspond to representations of algebras 
as a subdirect product of subdirectly irreducible factors, so it is especially germane 
to our investigation of  algebras with semimodular congruence lattices to examine 
the results of Decomposition Theory and to see how they apply to congruence 
lattices. We make the following definitions. 

DEFINITION 5.5. Assume that A <-sa l~i~t Ai is a representation of A as a 
subdirect product of  subdirectly irreducibles and that ni e Con(A) is the kernel of  
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the projection onto the ith factor. Let H = {n i : i ~ I}. We say that the representa- 
tion A <sa I-L~ 1 At is irredundant (strongly irredundant) if H is an irredundant 
(strongly irredundant) decomposition of 0A in Con(A). We say that a class • of 
algebras has replaceable (strongly) irredundant subdirect representations if the mem- 
bers of ~f" have congruence lattices which have replaceable (strongly) irredundant 
decompositions. 

T H E O R E M  5.6 (from Theorem 6.9 of  [3]). I f  L is a semimodular, atomic, 
algebraic lattice, then Oz has an irredundant decomposition. [] 

It is easy to show that any irredundant decomposition of  Oz in a semimodular, 
atomic lattice L must in fact be strongly irredundant, so the statement of this 
theorem could be strengthened slightly. 

COROLLARY 5.7. I f  Con(A) is semimodular and atomic, then A has a strongly 
irredundant subdirect representation. [] 

On the other hand, the existence of  strongly irredundant subdirect representa- 
tions for all algebras in a variety is very restrictive. 

T H E O R E M  5.8. I f  ~ is a locally finite variety in which every algebra has a 
strongly irredundant subdirect representation, then ~U must be locally solvable. 
Further, i f  ~U is CSM, then any minimal congruence on any A e ~U must be central 
or locally strongly solvable. 

Proof Assume that every algebra in ~U has a strongly irredundant subdirect 
representation. If ~ is not locally solvable, then we can find a finite subdirectly 
irreducible algebra A e l /  within a nonabelian monolith. Let T be a compact, 
Hausdorff, totally disconnected topological space which has no isolated points. T 
must be infinite. GbAng A the discrete topology, let B be the subdirect power of  A 
consisting of  the continuous functions from T to A where the operations act 
coordinatewise on B < A r. For  a subset X ___ T let ~x be the congruence on B 
consisting of  pairs ( f ,  g) for which f (x )  = g(x) for all x e X. If X = {x} we will just 
write rex. Now let A be a set of  completely meet-irreducible congruences which is a 
strongly irredundant decomposition of 0~. We will use the notation 2" to denote 
the unique upper cover of 2 e A. If 6 is a locally solvable congruence on B, then 
(6 v n,)/nt is a solvable congruence on B/nt = A  for any t e T. But A has no 
solvable congruence, so 6 -<- nt for all t; hence 6 = 0B. From this we can conclude 
that 

Con(B) # x Ay  = 0 = x  A z - * x  A (y  v z )  =0 .  
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This follows f rom the fact that  B has no locally solvable congruence and Con(B)/22 

is meet-semidistributive. For  some 2 e A let a = 2 * ^  A ( A -  {2}). Since A is a 

strongly i r redundant  decomposi t ion o f  0B we have a > 0s. N o w  if S _~ T is a clopen 

subset let as = e ^ ns and let a t _  s = ~ ^ r c r - s .  We have 

C ~ s , ' , a r _ s - n s ^ n r _ s = 0 B  and a s ^ 2 - ~ a ^ 2 = 0 s ,  

so we must  have as  ^ ( a t _  s v 2) = 0B. Since 0s --- as  -< 2"  we must  have that  either 

as = 0B or  else a r - s - <  2. The latter possibility leads to a r - s  < a ^ 2 = 0e, so 

either as  = 0B or  a t - s  = 0s.  Assume that  0B = as = a ^ n s .  Since we also have 

a ^ 2 = 0s we even get a ^ (2 v n s )  = 0s. We know that  0s < a < 2"  so this can 

only mean that  rc s < 2. Similarly, if  we assume that  e r - s  = 0s we get rr r _  s < 2. 
Therefore,  given 2 ~ A and a clopen S _ T, we have either ns < 2 or  nT-  S < 2. 

I f  S and S" are clopen and n s < 2 and ns" < 2, then n s o s ,  = ns  v ns" <- 2 < 1 B, 

so S c~ S '  is nonempty.  This shows that  the collection o f  clopen sets {S Ins  -< 2} has 
the finite intersection property.  T is compact ,  so the intersection, L = (']~s ~ ;~ S, o f  

these ctopen sets is nonempty .  I f  x, y s T are distinct we can find a clopen set S 

containing, say, x and not  y and exactly one o f  n s and n r _ s is -< 2. Thus, at mos t  

one o f  the elements x, y can be in L. Hence L consists o f  exactly one element, l. We 

claim that  n t = V.s-< ~ ns. Since 1 e S whenever S is a clopen set for which n s < 2, 

the inclusion rcl __ V~s ~ )-ns is clear. N o w  suppose that  ( f ,  g) e nl, or  equivalently 

that  f ( / )  = g( l ) .  Since the set E c T on which any pair  o f  functions agree is a clopen 

set, there is a clopen set S containing l such that  ( f ,  g) e ns. Since l r T - S we 

cannot  have n r _  s -< 2, so ns  < 2. This shows that  rc I ~ Vns g ). Zrs' 
To summarize what  we have shown up to this point, if 2 ~ A there is an l E T 

such that  n~ -< 2. Since B / n t  ~ A each nz is completely meet-irreducible and has a 

unique upper  cover, n~'. Fo r  every 2 e A there is an l ~ T such that  )o = rct or  

n* < 2. Let D = {I ~ T I nl = 2 for  some 2 ~ A} and  let G be a clopen set disjoint 
f r o m D .  L e t A ' = { 2 E A [ ~ l < 2 a n d l ~ G }  and l e t A  " = A - A ' .  We have 

But 0 is not  zero if G is any n o n e m p t y  clopen set. I f  a and b are distinct elements 
o f  A which are related by the monol i th  o f  A, then (h, k)  ~ 0 - Os where h(x)  = a for  

all x and k (x )  = b if  x ~ G and a otherwise. This a rgument  shows that  any clopen 

set disjoint f rom D is empty  and, since T has a basis o f  clopen sets, this implies that  
D is dense in T. Now,  {re, t l ~ D}  _~ A and, since D is dense in T, /~,~ D n, = 0s.  

Since A A is i r redundant ,  A = {n, I 1 ~ D}. I f  d e D, then D - {d} is also dense in 
T since d is not  an isolated point  o f  T (T  has no isolated points), so 
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A(A -{~za}) = 08. This contradicts the irredundance of A. Our conclusion is that 
contains no finite, subdirectly irreducible A with nonabelian monolith. This proves 

that ~ is locally solvable. 
To finish the proof  we must show that if ~ is also CSM, then every minimal 

congruence on any A e ~U is either central or locally strongly solvable. Assume that 
~ Con(A) is a minimal congruence on A E ~U and that ~ is neither strongly solvable 

nor central. Let f l e  Con(A) be a congruence maximal for the property that c~/x fl = 
0 A. fl is completely meet-irreducible with unique upper cover f l * =  e v ft. Now 

/? ~ fl*, for otherwise 0A = e A fl Z e /X fl* = e which is false. Since the implication 

C(y, 6; 0) --, C(? A 2, 6; 0 ^ 2) 

is valid for any congruences 7, 3, 0 and 2, we cannot have C(/~*, 1A;/~). This would 
mean that C(/~* ^ c~, 1~;/~/x e ) = C ( e ,  1A;0A) holds which is contrary to our 
assumption. Thus, A//~ is a subdirectly irreducible algebra in ~ whose monolith is 
neither locally strongly solvable nor central. Replacing A by A//? and e by//*//~ and 
changing notation we may assume that A is subdirectly irreducible with monolith e. 

Construct an algebra B as in the earlier part  of  the proof: let T be a compact,  

Hausdorff, totally disconnected topological space which has no isolated points and 
set B equal to the subdirect power of  A consisting of the continuous functions from 
T to the discrete space A where the operations act coordinatewise on B < A r. Let 
~i denote the projection congruence onto the ith factor and ~* its upper cover. I f  
/~ e Con(B) is a nonzero congruence, then for some i we must have/~ :~ r~;. For  this 
i we have ~i = 7r i v 08 ~ re* < ~z~ v/3. Therefore /~ cannot be locally strongly 
solvable and so B has no nonzero locally strongly solvable congruences. Now 
suppose that A is a strongly irredundant decomposition of 0A. I f  2 E A has unique 

upper cover 2", then 2 ~ 2*. Otherwise 7 = 2*/x ( A A  - {2}) is a nonzero, locally 
strongly solvable congruence of B. However, 2 L 2" since ~ is locally solvable. The 

hypotheses of  Theorem 2.8 are satisfied, so the pseudo-complement below 7 of 2 
under 2* exists; call it 3. I f  3 '  is a congruence strictly smaller than 3, then 3 '  must 
be smaller than 2 or else 6 is not the pseudo-complement below y of 2 under 2". But 
then 3'  <- 2 /x 6 < 2/x 7 -- 0A. This shows that 08 ~ 6 < 7. By semimodularity we 
have 6 -< ~i v 6 ~ n* for all i. Thus, if 6 = CgB(f, g), then for each i we must have 
( f ( i ) ,  g(i))  ~ c~. Let X 0 u X~ u -  - �9 w X, be a partition of T into disjoint clopen subsets 
w h e r e f  and g are constant on each Xj and a = f ( i )  vLg(i) = b when i s X0. We can 
decompose X0 as Y u Z where Y and Z are nonempty clopen subsets. 

Now, since C(a, 1,4;0.4 ) fails and a = C g A ( a , b ) > - 0 a  we can find an n, an 
(n + 1)-ary term p and n-tuples ~ e A" and g ~ A" such that 

pA(a, ~7) =pA(a,  ~) but pA(b,  ~) ~pA(b, f), 
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or else the same condition with a and b interchanged. Let )5, i e B be the tuples of 
continuous functions 

{~ if i r Y 
y(i) = ~ and 5(i) = if i ~ Y. 

Evaluating functions at each i e T, we find that c = p ~ ( g , ~ ) 6 p B ( f , f ) =  
p~(f ,  ~) 6pB(g, Z) = d, so (c, d) ~ 6. Now, c(i) = d(i) if and only if i r Y. One 
consequence of this is that CgB(c, d ) >  0. Further, every pair (r, s ) e  CgS(c, d) 
satisfies r(i) = s(i) for i ~ Z, so (f,  g) r CgB(c, d). This contradicts our proof that 6 
is a minimal congruence on B. Our assumption that ~ contains an algebra with a 
minimal congruence which is neither locally strongly solvable nor central is false; 
this proves the theorem. [] 

It seems likely that the existence of a strongly irredundant subdirect representa- 
tion for every algebra in a locally finite CSM variety forces each algebra to have an 
atomic congruence lattice. (This does hold whenever 0 ~ typ{~}.)  If  this is true, 
then Theorem 2.3 of [10] proves that such a variety must be locally nilpotent. 
Theorem 5.8 falls just short of establishing this. 

Next we next consider the uniqueness of representations. 

THEOREM 5.9. Let ~: be a variety for which F~(2) is finite. The following are 
equivalent: 

(1) ~r has replaceable, strongly irredundant subdirect representations. 
(2) ~ is congruence modular and every A ~ ~ has an atomic congruence lattice. 

I f  Y: is finitely generated or is of  finite similarity type, then these conditions are 
equivalent to: 

(3) Y: is a nilpotent, congruence permutable variety. 

Proof The equivalence of (2) and (3) under the assumptions that F : ( 2 )  is finite 
and o//- is of finite type is contained in Corollary 3.12 of [10]. The hypothesis that 
~: is of finite type is only used to prove that (2) implies (3) and is only necessary 
to show that V has a uniform bound on the nilpotency degree of any congruence. 
This fact is proved for any finitely generated congruence modular variety in [21]. 
Hence (2) is equivalent to (3) when ~/r is finitely generated. If (2) holds, then the 
congruence lattice of any A e yF is modular and strongly atomic, since Y: is closed 
under homomorphisms, and Theorem 7.6 of [3] proves that such lattices have 
replaceable, (strongly) irredundant decompositions. Therefore we only need to 
show that (1) implies (2). 

If  we assume (1), then the type-set of Y: is a subset of {0, 1, 2}. If we show that 
0 r  type{Y:}, then, by Theorem 2.2, the type-set of the locally finite variety 
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= V(Ff(2)) is contained in {2}. Every finite algebra with type-set {2} has 
permuting congruences, so F~2(4 ) has permuting congruences. This is enough to 
conclude that ~2 is congruence modular and therefore, by Theorem 2.3 of [ 11], that 

is congruence modular. At this point we can apply Theorem 6.3 of [3] which 
states that if every element of a compactly generated, modular lattice has an 
irredundant decomposition, then the lattice is strongly atomic. Hence, showing that 
0 r typ{~U} will finish the proof. 

I f0 ~ typ{~},  then we can find a finite subdirectly irreducible algebra A ~ ~ with 
monolith, #, of type 0. Let N be a (0~, #)-trace and let B - SgA2(N2 u 0~)/~9 where 
r is a congruence on SgA2(N2 u 0~) which is maximal with respect to ~0 c~ ( N 2 )  2 = O N. 

In B, M = N~/~ is a 4-element E-trace and every nonzero congruence of B restricts 
nontrivially to M. Further, BIM is polynomially equivalent to the 4-element set. 
Lemma 2.4 of [7] guarantees that if 0 is any equivalence relation on M = {a, b, c, d}, 
then CgB(0)[M = 0. Now choose ~ ~ Con(B) containing (a, c) and (b, d) which 
is maximal for the property that (a, b ) r  ~ is completely meet-irreducible. 
Choose/~ ~ Con(B) containing (a, b) and (c, d) which is maximal for the property 
that ~ A /~ =0~.  Such a /3 exists since (~ A CgB((a,b),(e,d)))[M =0s[M, so 
c~/x CgB((a, b), (c, d)) = 0e. Let A be a strongly irredundant decomposition of/~ 
(which exists since B//3 has a strongly irredundant subdirect decomposition). A w {e } 
is a strongly irredundant decomposition of 0B. Now let 7 e Con(B) be a congruence 
containing (c, d) which is maximal with respect to not containing (a, b) and let 

e Con(B) be a congruence containing (a, b) which is maximal for the property that 
7 /x ~ = 0B. Let O be a strongly irredundant decomposition of 6; ~2 w {7 } is a strongly 
irredundant decomposition of 08. Since ~U has replaceable strongly irredundant 
subdirect decompositions and A w {e} and ~ w {7} are strongly irredundant decom- 
positions of 0B we must be able to find a ~ ~ ~2 w {7} such that A w {~} is a strongly 
irredundant decomposition of 0~. But in fact there is no such ~ since every member 
of O w {7} contains either (a, b) or (c, d) and every congruence in A contains both 
(a, b) and (c, d). Hence for any ~ e ~2 w {7 } we have that 

A(A w{v}) ~_CgB(a, b) or CgB(c, d) > 0~. 

This shows that 0 r typ{U} and finishes the proof. [] 

DEFINITION 5.10. If  A -<,a I];~ z A/is a representation of the finite algebra A 
as a subdirect product of subdirectly irreducible algebras, then the type-set of this 
representation is the set ~)i~z typ(0Ai, #Ai) where /~Ai is the monolith of Ai. 

THEOREM 5.11. I f  A is finite and belongs to a CSM variety, then the type-set 
of any two strongly irredundant subdirect representations of A is the same. 
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Proof. We will prove this by showing that the type-set of  any strongly irredun- 
dant decomposition of A is equal to 

S - -  U {typ(0A,a)}. 
OA -~ c~ 

Let A be a strongly irredundant decomposition of 0A and let L be the type-set of  
this decomposition. If  e is an atom of Con(A), then there is a 2 E A which has 
unique upper cover 2* where a $ 2. By semimodularity the prime quotients 
(0A, e )  and (2, 2*)  are perspective, so typ(0A, e ) =  typ(2, 2*). The atom e was 
arbitrary, so S _ L. To show that L _~ S choose v ~ A which has unique upper 
cover v*. Let v' = A(A - {v}) > 0A. If  fl is an atom below v', then (v, v*) and 
(0A, f l)  are perspective prime quotients and therefore these quotients have the same 
type; thus, L _ S. [] 

Although the type-set of a decomposition is not defined for infinite algebras, 
Theorem 2.8 can be used to prove an analogous result for some infinite algebras: If  
A belongs to a locally finite CSM variety which omits type 5 and A and ~2 are 
strongly irredundant decompositions of  0B, then for each 2 ~ A there is a ~ ~ Q such 
that both [2, 2*] and [7, ?*] are locally strongly solvable intervals or [2, 2*] is 
projective in two steps to [V, V*]. We don't  know if the hypothesis that 5 ~ typ{~V'} 
is necessary. 

6. Relatively modular and relatively distributive subquasivarieties 

If  o f  is a quasivariety, A ~ o f  and 0 e Con(A) is a congruence satisfying 
A/0 e of ,  then we call 0 a of-congruence of A. For  X _~ A x A we will use the 
notation X'  to denote the least of-congruence containing X. The collection of  all 
of-congruences on A forms a complete lattice, Con~(A),  which we call the 
of-congruence lattice of  A. If  every A ~ o f  has a modular (distributive) of-congru- 
ence lattice, then we say that o f  is relatively modular (relatively distributive). A ~ o f  
is relatively subdireefly irreducible if the bottom element of Con~(A)  is completely 
meet-irreducible in this lattice. 

The study of  relatively distributive quasivarieties was motivated by the desire to 
extend Baker's finite basis theorem to quasivarieties. This was accomplished by D. 
Pigozzi. Now relatively modular quasivarieties are being studied with the hope of  
extending McKenzie's finite basis theorem to quasivarieties. In [14], Kearnes and 
McKenzie extend much of modular commutator  theory to relatively modular 
quasivarieties as a step toward achieving this goal. For  information and references 
concerning relatively modular and relatively distributive quasivarieties see [14]. 
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In [ 12], the relatively distributive subquasivarieties of a congruence modular 
variety were characterized using the techniques of modular commutator theory. For 
locally finite quasivarieties this characterization can be stated as follows: if ~U is a 
congruence modular variety and X ~_ U is locally finite, then g(( is relatively 
distributive if and only if (1) every finite, relatively subdirectly algebra in Y is 
subdirectly irreducible, and (2) every finite algebra in Y is ~ -radical-free. Later, in 

2 
[ 14], a complete characterization of all relatively modular and relatively distributive 
quasivarieties was given. This characterization involved "quasi-Mal'cev" conditions 
similar to the familiar Mal'cev conditions characterizing congruence modular and 
congruence distributive varieties. 

In this section we are going to characterize the locally finite relatively modular 
and relatively distributive subquasivarieties of a CSM variety in the spirit of [ i 2]. 
This approach avoids mentioning "quasi-Mal'cev" conditions. 

THEOREM 6.1. I f  ~U is a CSM variety and J~ff ~_ ~ is a locally finite subquasi- 
variety of  ~/~, then X is relatively distributive if  and only if 

(1) every finite relatively subdirectly algebra in ~l  is subdirectly irreducible, and 
(2) every finite algebra in ~ is {0, 2, 5}-radical-free. 

X is relatively modular if and only if 
(3) often ~con~ A/~ = 0 ~ a '  A / / ' = 0 ,  and 
(4) every finite algebra in ~ff is {0, 5}-radical-free. 

Proof. Some of this proof already appears in [14]. For example, it is a 
consequence of Theorem 1.1 of [14] that if s((" is relatively modular, then 
~f( kcon ~ A/7 = 0 ~ ~'/x/7'  = 0. This implies that every finite relatively subdirectly 
irreducible algebra is subdirectly irreducible. Lemma 4.4 of [14] proves that if s(( is 
relatively distributive, then the {0, 2, 5}-radical of any finite algebra in ~( is trivial; 
if g(( is relatively modular, then the {0, 5}-radical is trivial. Further, the remarks 
after Theorem 4.1 of [14] explain why, when S is locally finite, sf( is relatively 
modular if and only if Jl~, is. Therefore, if SU is relatively distributive, then (1) and 
(2) hold. If g(( is relatively modular, then (3) and (4) hold. We must show that if 
(1) and (2) hold (or (3) and (4) hold), then s((fi, is relatively distributive (relatively 
modular). 

Assume that g((~, is not relatively distributive and that (1) holds. We will show 
that (2) fails. We can find an algebra A E scan with ~-congruences ~, /7 and 7 
witnessing a failure of relative distributivity. That is, we can find ~-congruences c~, 
/7 and 7 satisfying 0 = c~ A (/7 V 7)' > ((e A /7) V (e A 7))' = 6. The congruences 6 
and 0 are ~((-congruences, so we can find a complete meet-irreducible X-congru-  
ence ~ above 6 but not above 0. By (1), ~ is completely meet-irreducible as an 
ordinary congruence. Let ~* denote the upper cover of ~. Now, ~ ~ q/and either 
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/3 $ O o r 7  ~ O. Assume that /3 $ O. T h e n e v O - > O * , / 3 v ~ , - > O * a n d e ^ / 3 - < O .  
This means that 

~ = O v ( ~ ^ f l )  ~ (0 v~)^ ( r  vfl)->r 
0,2,5 

This shows that A/ff is a member of  o~r~n with nontrivial {0, 2, 5}-radical, so (2) fails. 
Now assume that ~'~n fails to be relatively modular and that (3) holds. We will 

show that (4) fails. Since ~ n  fails to be relatively modular, we can find an algebra 
A E 2f~n which has o~ff-congruences c~, fl and 7 satisfying 0 = ~ ^ ( f l v  (~/x 7))' > 
((c~/x/3) v (~ A 7))' = 6. Now, A/6 ~ out"~,,, (0/6)" = 0/6 and ((]3 v 6)/6)' ~_ 0/6. 
Hence, (0 A (/3 v 6)')/6 = 0/6 > 0m~. Using (3) we get that (0 A (/3 V 6))/6 > 0A/~ or, 
in Con(A), 0 ^ ( / 3 v 6 ) > 6 .  Let 2 = 0 ^ ( / 3 v 6 ) .  Now, 6 < 2 ,  6 v / 3 = A v / 3  and 
6 A/3 = 2 ^/3 ( = c~ A /3). Hence, 6 ~ 2 which means that 2/6 is a nonzero congru- 

0,5 
ence contained in the {0, 5}-radical of A/6 E J l .  Thus, (4) fails and the proof  is 
finished. [] 

7. CSM Varieties with the CEP 

A semimodular lattice has the property that every interval sublattice is semimod- 
ular, so a variety is CSM if and only if free algebras have semimodular congruence 
lattices. This is a property shared by many other well-studied congruence conditions, 
e.g. congruence modularity, congruence distributivity and congruence permutability. 
For  the three congruence conditions just listed it is even true that ~e ~ has the 
congruence condition if and only if F r  (4) does if and only if the subvariety generated 
by F~(2)  does (see [4], [9], [11], [18]). It turns out that there do not exist finite m 
and n such that ~/# is CSM if and only if F,~(m) is, or that ~r is CSM if and only 
if the subvariety generated by F~(n) is (see Example 7.1). We do not even know if 
there is an infinite cardinal 2, independent of ~ ,  with the property that ~/F is CSM 
if and only if F~(2) is. (One of the referees points out that 2 = cardinality of  the 
language of  ~ always works.) However, in this section we will show that a variety 
with the congruence extension property is CSM if and only if its finitely generated 
free algebras are. In fact, we show that if ~ has the CEP, then ~ is congruence 
semimodular if and only if F f ( 5 )  is and that ~ is congruence weakly semimodular 
if and only if F~(4)  is. 

EXAMPLE 7.1. Let A = {0 . . . . .  n}, n > 1, and for any permutation of A, 
e Sym(A), define an operation on A: 

f A (  x, Y0 . . . .  , Yn) = ~a(X) if Yi = i  for a l l /  
~x otherwise. 
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I f  F = {f ,  I tr ~ Sym(A)} let A = <A; F) .  A has unary polynomials (of  the form 
f ) ( x ,  0, 1 . . . .  , n)) which act completely transitively on A, so A is simple. Every 
proper subset B c A is a subuniverse and, for all a, f~(x ,  y) = x. This means that 
every proper subalgebra of A is equivalent to a set. In ~ = V(A) the k-generated 
free algebra is a subdirect product of the k-generated subalgebras of  A so, if k < n, 
this free algebra is just a set. Thus V(F~(n)) is CSM since it is equivalent to the 
variety of  sets. However, we will show that V is not CSM. 

contains a two-element set S. We leave it to the reader to check that the 
algebra A x S e U has a congruence lattice isomorphic to the (non-semimodular) 
lattice pictured in Fig. 4. Hence, U is not CSM. 

In a variety with the congruence extension property the kind of bad behavior 
exhibited by Example 7.1 cannot occur. The reason for this is that prime quotients 
in congruence lattices restrict well to subalgebras, allowing us to push failures of  
congruence semimodularity down into "small" algebras. 

L E M M A  7.2 [ 13]. Assume that B is a subalgebra of A e ~ and that H(A) has 
the CEP. I f  c~ Mfl in Con(A), then crib =fll~ or elB-<fll B. [] 

Therefore in a variety with the CEP, a covering pair of  congruences on A either 
restrict to the same congruence on a subalgebra or they restrict to a covering pair. 

T H E O R E M  7.3. I f  "U has the CEP, then ~ is CSM if and only i f  F~(5)  is 
CSM. ~ is C W S M  if and only / f F ~ ( 4 )  is CWSM. 

Proof. It  is enough to show that if ~ has the CEP and fails to be CSM, then 
~U contains a 5-generated algebra A that fails to be CSM. A is a homomorphic  
image of F = F~  (5), so F also fails to be CSM. Now, suppose that B e V fails to 
be CSM. We may assume that there are ~, fi, 7 e Con(B) such that 0B <( ~ and 

v fl > 7 > ft. Observe that since Con(B) is upper continuous the set 

CoN(A X S) 

Figure 4 
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is closed under  unions of  chains. The a rgument  for  this is as follows. Suppose  that  

C _ D  is a chain and that  V ~ c 3 = 0 < f l -  Suppose also that  0 < r  = 
V ~ c e V 3 .  Since ~ $ r for  e v e r y 6 ~ C w e m u s t  have 6 < ( e V 3 )  A r  
SO 3 = ( a  V3)  AO. Thus,  

O =  V ,5 = V ((e v 6) ^ ~') = ( V (e v 6)') ^ O = (e v ~ ^ r = r 
6 ~ C  6 ~ C  \ ~ c  / 

so 0 -< e v 0. By Zo rn ' s  L e m m a  we can find an element v e [0s, fl] maximal  for  the 
p roper ty  that  v -< e v v. N o w  replacing B by B/v, e by (e v v)/v and fl by fl/v and 
relabeling we m a y  assume that  e A fl = 08 and for  every nonzero  6 e [08, fl] we 
h a v e 3 - g e v 6 .  

I f  the nontrivial  a-classes are all disjoint f rom nontrivial  fl-classes, then 
e v fl = e ~ fl >- fl which is false. Hence we can find a # b r c such that  (a, b) e e 

and (b, c) e ft. Let fl '  = CgB(b, c) < ft. Of  course, e A fl '  = 0B <~ e and fl '  -g e v fl'; 
say that  fl '  < y '  < c~ v fl'. Choose  (d, e) e ~'  - fl '. Let A = SgB(a, b, c, d, e). Since 
has the CEP, 0A < C g A ( a , b ) = 2 .  This uses L e m m a  7.2 and the fact that  
2 = C g B ( 2 ) I  A = e I A .  We also have 0 A < / ? ' I A = O < C g A ( (  b, c), (d, e)) = z" NOW 
2 A r = 0A "<2 and r < 2 v r We claim that  r -g 2 v r which is a failure o f  
semimodular i ty  in Con(A).  To  show this we can use the CEP  to conclude that  

2 v r = CgB( 2 v r ~- CgB(( a, b), (b, c))la = (e v/? ')IA ~ 7']A --- ;g. 

On the other  hand,  r < Z since (d, e) ~ Z - r and 2 :F Z since 2 A Z --~ (e A ~')[,~ = 
0 A. Thus,  r < Z < 2 v r This shows that  a 5-generated algebra in ~ fails to be 
CSM,  so F f ( 5 )  also fails to be CSM. 

N o w  suppose  that  V fails to be CWSM.  As in the last pa ragraph ,  we can find 
a finitely generated a lgebra  A which has congruences e and /3  such that  0A ~(e, /~ 
but,  say, /~ < 7 < e v ft. The  reason for  this is that  if  one begins with a failure o f  
weak semimodular i ty  in Con(B)  in the last pa ragraph ,  then one obtains  a failure o f  
weak semimodular i ty  in Con(A).  I f  (a, b) ~ ~ - / 3  we can find a chain o f  elements 
a =Xo . . . . .  x ,  = b where the pairs (xi, X;+l)  belonging al ternately to e - f l  and 
f l -  e. Let C- -SgA(xo ,  Xl, x2, Xn), C is 4-generated and we claim that  C is not  
CWSM.  Certainly 0 c < ~ e l c = 2  since 0A ~(C~, ~ has the CEP  and e lc  contains  
either (xo, x l )  or  (Xl, x2). Similarly, 0 c ~,fl]c = r Let Z = CgC(x0, xn) v r To  
show that  C is not  C W S M  it is necessary to prove  that  2 A r = 0 c M 2  but  
r < Z  < 2 v r The only par t  left to show is that  Z < 2 v r Since 2 A Z = 0 c  it is 
enough to prove  that  Z -< 2 v r The a rgument  for  this is exactly the same as in the 
last paragraph:  

2 v r = CgA(2 V r  = (CgA(xo, X,) v CgA(x~, x2))]c = (~ V fl)lc -- Ylc --~ Z. 
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We've shown that if ~U is not CWSM, then ~ contains a 4-generated algebra that 
fails to be CWSM. Hence if F~(4) is CWSM, ~U will also be CWSM. [] 

THEOREM 7.4. I f  "U is a unary variety, then "U is CSM if  and on ly / fFr  is 
CSM. 

Proof. As in the proof of the first part of Theorem 7.3, if ~ fails to be CSM, 
then we can find an algebra B e U which has elements a, b and c such that 

= Cg(a, b) ;~ 08 and for/3' = Cg(b, c) we have c~ ^/~'  = 0s, but/~' ~ c~ v/~'. Now 
let A = SgB(a, b, e). Since ~U is unary, Con(A) is isomorphic to the interval 
[08, CgB(A x A)] in Con(B). This interval contains [0s, e v/ / ' ] ,  so it contains a 
failure of semimodularity. It follows that A and therefore F~(3) is not CSM. [] 

It turns out that the type-set of a finitely generated CSM variety with CEP can 
be easily determined. 

THEOREM 7.5 [13]. I f  V is a locally finite variety with the CEP, then 
typ{~/r } c_ typ{F~(2)} ~ {3}. [] 

COROLLARY 7.6. Assume that A is finite and that ~ = ~U(A) is a CSM variety 
with the CEP. Then typ{~U} = typ{S(A)} utyp{Fr 

Proof Combining the results of Corollary 5.2 and Theorem 7.5 we get that 

typ{~//'} -- (typ{S(A) } ~ typ{Ff(2)}) _~ {5} c~ {3} = ~ .  

Hence typ{~//~ } = typ{S(A) } ~ typ{F~(2) }. [] 

We leave it to the reader to verify that the algebra A of Example 5.3 generates 
a variety that has the CEP. Now for a given n it is not hard to produce an example 
of a finite algebra B for which V = V(B) is a congruence modular variety with the 
CEP such that typ{~//" } ~ typ{F~ (n)}. Two such examples appear in [13]. Taking the 
varietal product of such an example with the variety of Example 5.3 produces a 
finitely generated CSM variety which has the CEP and the properties that 
~U = V(A x B), typ{~/~} ~ typ{F~(n)} and typ{V} ~ typ{S(A x B)}, although of 
course typ{'r __ typ{S(A x B)} u typ{F~(2)}. This shows that the result of Corol- 
lary 7.6 cannot be improved. 

8. Geometric varieties 

A complete lattice is atomistic if every element is a join of atoms. A lattice is 
geometric if it is complete, semimodular and atomistic. A variety is geometric if the 
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congruence lattice of  any member is a geometric lattice. S. MacLane showed that a 

lattice is geometric if and only if it is isomorphic to the lattice of closed sets of  some 
set under a closure operator which satisfies the exchange principle. Therefore our 
comments from the Introduction show that the variety of sets or any variety of 
vector spaces are examples of  geometric varieties. Are there any others? The answer 
to this question is "yes" although all of  the examples that we know are built up in 
a straightforward way from varieties of  vector spaces and the variety of  sets. 

EXAMPLE 8.1. Varieties of  sets and of  vector spaces are geometric. More 
generally, varieties in which every operation is essentially nullary or varieties which 
are affine over a division ring are geometric. The kth-power construction defined in 
[22] provides a way of  obtaining new varieties, ~/~k~, categorically isomorphic to a 
given variety, ~//. A categorical isomorphism between varieties preserves congruence 
lattices, so a kth-power of  a variety of  nullary algebras is geometric. The kth-power 
of an affine variety over a division ring is geometric. (These varieties are precisely 
the affine varieties over a simple Artinian ring.) 

The congruence lattices of  algebras in a varietal product ~# | #" are just the 
direct products of  congruence lattices from algebras in 0//with congruence lattices 
of  algebras in - / r  The class of  geometric lattices is closed under products, so the 
class of  geometric varieties is closed under (finite) varietal products. We don' t  have 
a good description of  finite varietal products of  kth-powers of  nullary varieties, but 
finite varietal products of  affine varieties over simple Artinian rings are just affine 

varieties over semisimple Artinian rings. Thus, many geometric varieties may be 
described as a varietal product of  an affine variety over a semisimple Artinian ring 
with a varietal product of  k-th powers of nullary varieties. We suspect that there are 
few other locally finite geometric varieties. We will find, as a consequence of  
Theorem 8.5, that at least there are no locally finite geometric varieties omitting 
type 0 other than the affine varieties over a finite semisimple ring. 

LEMMA 8.2. An algebraic semimodular lattice is atomistic if  and only if it is 
atomic and relatively complemented. 

Proof. Certainly an atomistic lattice is atomic. Further, it is not too hard to see 
that every interval in an atomistic semimodular lattice is atomistic and semimodu- 
lar. Thus, for the forward direction, it suffices to prove that an algebraic, semimod- 
ular atomistic lattice, L, is complemented. The top and the bottom elements of L 
are complements. If  x E L is not the top element, then there is an atom a ~ L such 
that x ^ a = 0L. By upper continuity, we can extend a to an element y maximal for 
the property that x A y = 0L. I f  we show that x v y = 1L we will be done; y is a 
complement for x. I f  x v y < 1L we can find an atom b 6 L such that b ~: x v y. By 



266 P. A G L I A N O  A N D  K. A. K E A R N E S  A L G E B R A  UNIV.  

semimodularity,  y ~(y v b and x v y -< x v y v b. The maximali ty o f  y implies that  
x A (y  v b) > 0L and, since L is atomic, we can find an a tom e <- x ^ (y  v b). Of  

course, c ~s y, so y -< y v c -< y v b. This forces y v e = y v b. F r o m  this we derive 
the contradict ion that x v y = x v c v y = x v y v b > x v y. We conclude that  x 
and y are complements.  

N o w  suppose that  L is algebraic, semimodular,  a tomic and relatively comple- 
mented. We must  show that  any z ~ L is the join o f  the a toms that  lie below it. Let 

u denote the join o f  the a toms that  lie below z. I f  u ~ z, then there is a nonzero 
element v e [0L, z] which is a complement  o f  u relative to this interval. Let w be an 

a tom below v. Since u A v = 0L we cannot  have w < u. But w is an a tom below z 
and every such a tom lies below u. This contradict ion means that  u = z and we are 

done. [] 

Every interval in a geometric lattice is complemented and therefore cannot  
contain three elements 0 ~ ~ </~ where ~ is completely meet-irreducible in [0, ~ ;  

needs a complement.  It follows that  any subdirectly irreducible algebra in a 
geometric variety is simple. Further,  Con(A)  contains no 3-element intervals if 

Con(A)  is geometric. Hence every possible transfer principle holds in a geometric 

variety. 

T H E O R E M  8.3 [10]. Assume that every A ~ ~ has an atomic congruence lattice. 

Then i f  ~ ~ Con(A)  is an atom, ~ is a central congruence. [] 

C O R O L L A R Y  8.4. A geometric variety is semisimple, abelian and its type-set is 

contained in {0, 2). Both the (0, 2~-transfer principle and the (2, O~transfer principle 

hold. 

Proof  This corollary follows directly f rom Theorem 8.3 and the remark that  
precedes it. Nevertheless, we give a p roo f  o f  this result that  only depends on the fact 
that  the members  o f  a geometric variety have relatively complemented congruence 

lattices. 
We have already pointed out that  all transfer principles and semisimplicity 

follows f rom the fact that  all algebras in our  variety have relatively complemented 

congruence lattices. I f  ~ is our  variety, we need to prove that  ~ is abelian and has 
type-set contained in {0, 2}. I f  ~ is not  abelian, we can find a nonabel ian simple 
algebra A e ~U. As in the p roo f  o f  Theorem 5.8, we construct  a certain subdirect 
power o f  A: B is the algebra o f  all cont inuous functions f rom a compact ,  Hausdorff ,  
totally disconnected space without  isolated points, T, to A considered as a discrete 

space. As in that  p roo f  we use the notat ion nx to denote the congruence 
{(f, g) ~ B 2 I f (x)  = g(x) for all x E X}. I f  t e T, we claim that  the proper  congru-  
ence n, has no complement  in Con(B).  Indeed, there is no nonzero  congruence 
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0 ~ Con(B) such that 0 ^ re, = 0s. To prove this, assume that 0 is a nonzero 
congruence on B. We can find (f ,  g ) e  0 -  0B. If  f ( t )=g( t ) ,  then (f ,  g ) z  0 A 
nt --0B and we are done. Therefore we may as well assume that ( f ,  g) is not in nt 
and more specifically that f ( t )  = a # b = g(t). Now f and g are functions from a 
compact Hausdorff  space to a discrete space, so they can only assume finitely many 
distinct values. This means that we can partition T into a finite disjoint union of  
clopen sets, T = Xow" �9 -wXm, where b o t h f a n d  g are constant on each X~. We may 
assume that t ~ Xo. Each X~ is infinite since T contains no isolated points. This 
means that we can partition X0 into the disjoint union of  two infinite clopen sets, 
X 0 = Y w Z. We may assume that t e Y. 

Since A is simple, 1 a = CgA(a, b). We have assumed that A is nonabelian, so for 
some n there exists an (n + l)-ary term p and n-tuples fi, g E A "  such that 
PA( a, gO =PA( a, V) but PA( b, u) #'pA(b, v)" NOW let ~ ~ B" be the n-tuple of  constant 
functions where for each x s T we have ~(x)=  ~. Let J ~ B" be the n-tuple of  
functions where d(x) = 12 if x r Z and d(x) = g if x E Z. Checking coordinatewise we 
learn that 

r =pB(g, ~) OpB(f, ~) =pB( f ,  if) Opr,(g, ~ = s, 

but that r # s since these functions disagree at all points of  Z. On the other hand, 
r and s agree at all points not in Z, so r(t) = s(t). This shows that (r, s) e 0 ^ re, - 0n 
and finishes this part of  the proof. 

Since 3v is abelian we already have typ{3V}_ {0, 1, 2}; we must show that 
1 r typ{~} .  Assume otherwise. Say that the finite algebra C ~ 3r has a minimal 
congruence 7 where typ(0c, 7) = 1. Let N be a (0c,  7)-trace. Since the class of 
relatively complemented lattices is closed under the formation of  interval sublattices 
and bounded homomorphic images, every D e  V(CIN) has a relatively comple- 
mented congruence lattice. But CIN is polynomially equivalent to a transitive G-set, 
so some member of  V(CIN) has a congruence lattice isomorphic to the lattice in 
Figure 1 which is not a relatively complemented lattice. This contradiction shows 
that 1 ~ typ{~/:}, so typ{r _ {0, 2}. 7] 

T H E O R E M  8.5. A locally finite variety 3r is geometric if  and only i f  ~/- = 
Q ~ where ~o is a strongly abelian, geometric subvariety and ~z is an affine 

variety whose corresponding ring is finite and semisimple. 

Proof. The justification for the claim that any variety of  the form 3% | 
where 3r and u/2 are as described is a geometric variety is contained in the 
discussion of  Example 8.1. For the other direction, typ{~:} _~ {0, 2}, ~: is locally 
finite and abelian and "f~ satisfies the (0, 2> and (2, 0>-transfer principles. Theorem 
3.15 proves that ~r decomposes as ~ % |  where t y p { ~ }  c{i} .  Further, from 
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Theorem 3.15 we have that ~U 0 is strongly abelian and ~//~2 is affine. ~o is geometric, 
since it is a subvariety of a geometric variety. U2 is locally finite and semisimple, so 
the ring of "~/'2 is a finite semisimple ring. [] 

Theorem 8.5 determines the structure of locally finite geometric varieties up to 
the determination of their strongly abelian subvariety. We pose the following 
problem. 

PROBLEM 5. Describe the locally finite, strongly abelian geometric varieties. 

We were careful to show that all of  our conclusions about geometric varieties 
already follow from the hypothesis that all the congruence lattices in the variety are 
relatively complemented. Is this hypothesis equivalent to the property of being 
geometric? We don't  know, but for locally finite varieties Theorem 8.5 reduces this 
to a question about strongly abelian varieties. 

PROBLEM 6. Describe the (locally finite) varieties whose members have rela- 
tively complemented congruence lattices. 

It would be interesting if these two kinds of varieties coincided, even if just in 
the locally finite case. Before we leave this topic we include an exercise concerning 
locally finite varieties in which every finite algebra has a geometric congruence lattice. 

EXERCISE 2. Assume that ~ is locally finite and that every finite algebra in 
V has a geometric congruence lattice. Prove that the locally solvable subvariety of 
~U is abelian and decomposes as Vo | ~//'2 where t y p { ~  } = (i). Show that if ~ has 
the CEP, then ~ decomposes as ~o | ~U2 | ~3,4 where ~/'0 is strongly abelian, ~U 2 is 
affine over a finite, semisimple ring and ~3,4 is a semisimple, congruence distributive 

variety. 
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