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Abstract—We propose a new algorithm to solve the non-convex weighted sum-rate maximization problem in general MIMO interference networks. With the Gaussian input assumption, the previous state-of-the-art algorithms are the WMMSE algorithm and the polite water-filling (PWF) algorithm. The WMMSE algorithm is provably convergent, while the PWF algorithm converges faster in most situations but sometimes oscillates. Thus, it is highly desirable to design an algorithm that takes advantage of the optimal transmit signal structure to ensure fast convergence while being provably convergent. We present such an algorithm and prove its monotonic convergence. Moreover, our convergence proof uses very general convex analysis as well as a scaling invariance property of the weighted sum-rate maximization problem. We expect that the scaling invariance holds for and our proof technique applies to many non-convex problems in communication networks.
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I. INTRODUCTION

One of the most effective approaches to accommodating the explosive growth in mobile data is to reduce the cell size and increase the base station/access point density. However, the path loss versus distance curve is flatter at shorter distance, as opposed to being steep at relatively long distance. As a result, the inter-cell interference becomes significant as the cell size/coverage area shrinks. Therefore, joint transmit signal design for interference networks is a key technology for the next generation wireless communication systems.

In this paper, we consider the joint transmit signal design for a general interference network called MIMO B-MAC network [5]. The MIMO B-MAC network consists of multiple mutually interfering data links between multiple transmitters and multiple receivers that are equipped with multiple antennas (MIMO). It includes broadcast channel (BC), multiaccess channel (MAC), interference channels, X networks, and many practical wireless networks as special cases.

Specifically, we study the problem of jointly optimizing the transmit signals of all transmitters in order to maximize the weighted sum-rate of the data links for the MIMO B-MAC network, assuming Gaussian transmit signal and availability of all channel state information. It typifies a class of problems that are key to the next generation wireless communication networks where the interference is the limiting factor. This problem is non-convex, and various algorithms have been proposed for this problem or its special cases over the years; see, e.g., [1], [2], [3], [4], [5], [8], [9], [12], [13], [14], [15], [16].

In particular, we have recently proposed the polite water-filling (PWF) algorithm for the MIMO B-MAC network [5]. It is based on the identification of a polite water-filling structure that the optimal transmit signal possesses. It is an iterative algorithm with the forward link polite water-filling followed by the virtual reverse link polite water-filling. Because it takes advantage of the optimal signal structure, the PWF algorithm has nearly the lowest complexity and the fastest convergence when it converges. For instance, it converges to the optimal solution in half iteration for parallel channels. However, the convergence of the PWF algorithm is only guaranteed for the special case of interference tree networks [5] and it may oscillate under certain strong interference conditions. Another state-of-the-art algorithm is the WMMSE algorithm in [9]. It is proposed for the MIMO interfering broadcast channels but could be readily applied to the more general B-MAC networks. It transforms the weighted sum-rate maximization into an equivalent weighted sum-MSE cost minimization problem, which has three sets of variables and is convex when any two variable sets are fixed. With the block coordinate descent technique, the WMMSE algorithm is guaranteed to converge to a stationary point, though the convergence is observed in simulations to be slower than the PWF algorithm.

Thus, it is highly desirable to have an algorithm with the advantages of both PWF and WMMSE algorithms, i.e., fast convergence by taking advantage of the optimal transmit signal structure and provable convergence for the general MIMO B-MAC network. One major contribution of this paper is to propose such an algorithm. A key finding in proving the polite water-filling structure is to identify that a term involving interference in the KKT condition of the weighted sum-rate maximization problem is equal to the reverse link signal covariance of the dual network at a stationary point [5, Theorem 22]. Then, solving the KKT condition reveals that the optimal transmit signal has the polite water-filling structure, which reduces to the well known water-filling structure for the MIMO parallel channels. Instead of using this key finding to solve the KKT condition, our new algorithm uses it directly to alternatively update the forward link and reverse link signal covariance matrices. Numerical experiments demonstrate that the new algorithm could be a few iterations or more than ten iterations.
iterations faster than the WMMSE algorithm, depending on the desired numerical accuracy. Note that being faster even by a few iterations will be significant in distributed implementation where the overhead of each iteration costs significant signaling resources between the transmitters and the receivers. Indeed, the new algorithm is highly scalable and suitable for distributed implementation with distributed channel estimation because for each data link, only its own channel state and the aggregated interference plus noise covariance needs to be estimated no matter how many interferers are there. The distributed implementation of the new algorithm will be developed in the future work.

Besides proposing the new algorithm with fast convergence, another major contribution of this paper is to present an elegant proof of the monotonic convergence of the algorithm. The proof uses only very general convex analysis, as well as a particular scaling invariance property that we identify for the weighted sum-rate maximization problem. We expect that the scaling invariance holds for and our proof technique applies to many non-convex problems in communication networks that involve the rate or throughput maximization.

The rest of this paper is organized as follows. Section II presents the system model and formulates the problem. Section III briefly reviews the related results on the polite water-filling and presents the proposed new algorithm. Its monotonic convergence is established in Section IV. Section V presents numerical examples and complexity analysis. Section VI concludes.

II. System Model and Problem Formulation

We consider a general interference network named MIMO B-MAC network [5], [6]. A transmitter in the MIMO B-MAC network may send independent data to different receivers, like in BC, and a receiver may receive independent data from different transmitters, like in MAC. Assume there are totally $L$ mutually interfering data links. The set of physical transmitter labels is $\mathcal{T} = \{\text{TX}_1, \text{TX}_2, \text{TX}_3, ...\}$ and the set of physical receiver labels is $\mathcal{R} = \{\text{RX}_1, \text{RX}_2, \text{RX}_3, ...\}$. Define transmitter $\text{TX}_l$ of link $l$ as a mapping from $l$ to link $l$’s physical transmitter label in $\mathcal{T}$. Define receiver $\text{RX}_l$ as a mapping from $l$ to link $l$’s physical receiver label in $\mathcal{R}$. The numbers of antennas at $\text{TX}_l$ and $\text{RX}_l$ are $\text{LT}_l$ and $\text{LR}_l$, respectively. Fig. 1 shows a B-MAC network with three data links. When multiple data links have the same receiver or the same transmitter, techniques such as successive decoding and cancellation or dirty paper coding can be applied [5]. The received signal at $\text{RX}_l$ is

$$y_l = \sum_{k=1}^{L} \mathbf{H}_{l,k} x_k + w_l,$$  \hspace{1cm} (1)

where $x_k \in \mathbb{C}^{L_{T_k} \times 1}$ is the transmit signal of link $k$ and is assumed to be circularly symmetric complex Gaussian; $\mathbf{H}_{l,k} \in \mathbb{C}^{L_{R_l} \times L_{T_k}}$ is the channel matrix between $T_k$ and $R_l$; and $w_l \in \mathbb{C}^{L_{R_l} \times 1}$ is a circularly symmetric complex Gaussian noise vector with identity covariance matrix. The circularly symmetric assumption of the transmit signal can be dropped easily by applying the proposed algorithm to real Gaussian signals with twice the dimension.

Assuming the availability of channel state information at the transmitters, an achievable rate of link $l$ is

$$I_l(\Sigma_1:L) = \log \left| \mathbf{I} + \mathbf{H}_l \Sigma_1 \mathbf{H}_l^\dagger \Omega_l^{-1} \right|$$  \hspace{1cm} (2)

where $\Sigma_1$ is the covariance matrix of $x_1$; the interferences from other links are treated as noise; and $\Omega_l$ is the interference-plus-noise covariance matrix of the $l$th link, which is

$$\Omega_l = \mathbf{I} + \sum_{k=1}^{L} \mathbf{H}_{l,k} \Sigma_k \mathbf{H}_{l,k}^\dagger, \hspace{1cm} (3)$$

If the interference from link $k$ to link $l$ is completely cancelled using successive decoding and cancellation or dirty paper coding, we can simply set $\mathbf{H}_{l,k} = 0$ in (3). It allows this paper to cover a wide range of communication techniques.

The optimization problem that we want to solve is the weighted sum-rate maximization under total power constraint:

$$\text{WSRM}_\text{TP}: \max_{\Sigma_1:L} \sum_{l=1}^{L} w_l I_l(\Sigma_1:L) \hspace{1cm} (4)$$

$$\text{s.t.} \quad \Sigma_l \succeq 0, \forall l,$$

$$\sum_{l=1}^{L} \text{Tr}(\Sigma_l) \leq P_T$$

where $w_l > 0$ is the weight for link $l$. The generalization to multiple linear constraints can be done similarly to [7] and will be considered in future works.

III. The Optimization Algorithm

In this section, we will review some related results on the polite water-filling and propose a new algorithm for the weighted sum-rate problem (4) that has fast, monotonic convergence.

A. A Review on the Polite Water-filling Structure and Algorithm

Although the problem (4) is non-convex and cannot be solved directly, the optimal transmit signal has a polite water-filling structure, based on which an efficient algorithm can be designed [5]. The results in [5] are briefly reviewed here.

We first give the duality results. Let
denote a network with total power constraint and channel matrices \([H_{k,l}]\) as in the problem (4). An achievable rate region of (5) is defined as

\[
\mathcal{R}(P_T) \triangleq \bigcup_{\Sigma_{l:1}, \sum_{l=1}^L \text{Tr}(\Sigma_{l}) \leq P_T} \{ r \in \mathbb{R}_+^L : r_l \leq I_l(\Sigma_{1:L}), 1 \leq l \leq L \}. 
\]

Its dual network or reverse links is defined as

\[
\mathcal{R}^\prime(P_T) \triangleq \bigcup_{\Sigma_{l:1}, \sum_{l=1}^L \text{Tr}(\Sigma_{l}) \leq P_T} \{ r \in \mathbb{R}_+^L : r_l \leq I_l^T(I_{1:L}), 1 \leq l \leq L \}. 
\]

where the roles of all transmitters and receivers are reversed, and the channel matrices are replaced with their conjugate transpose. \(\hat{\Sigma}_{l:1} = \hat{\Sigma}_{1:L}^T\) denote the corresponding terms in the reverse links. Similarly, the interference-plus-noise covariance matrix of reverse link \(l\) is

\[
\hat{\Omega}_l = I + \sum_{k=1, k \neq l}^L H_{k,l}^T \hat{\Sigma}_k H_{k,l}^T, \tag{8}
\]

the achievable rate of reverse link \(l\) is

\[
\hat{r}_l = \log |I + H_{l,l}^T \hat{\Sigma}_l H_{l,l}^T \hat{\Omega}_l^{-1}|; \tag{9}
\]

the reverse link achievable rate region is defined as

\[
\hat{\mathcal{R}}(P_T) \triangleq \bigcup_{\hat{\Sigma}_{l:1}, \sum_{l=1}^L \text{Tr}(\hat{\Sigma}_{l}) \leq P_T} \{ \hat{r} \in \mathbb{R}_+^L : \hat{r}_l \leq I_{l}^T(I_{1:L}), 1 \leq l \leq L \}. \tag{10}
\]

The rate duality states that the achievable rate regions of the forward and reverse links are the same \([5, \text{Theorem 9}]\). A covariance transformation \([5, (18)]\) calculates the reverse link input covariance matrices from the forward ones. The rate duality is proved by showing that the reverse link input covariance matrices calculated from the covariance transformation achieves equal or higher rates than the forward link rates under the same value of linear constraint \(P_T\) \([5, \text{Lemma 11}]\).

The Lagrange function of problem (4) is

\[
L(\mu, \Theta_{1:L}, \Sigma_{1:L}) = \sum_{l=1}^L w_l \log |I + H_{l,l}^T \Sigma_l H_{l,l}^T \Omega_l^{-1}| + \sum_{l=1}^L \text{Tr}(\Sigma_l \Theta_l) + \mu \left( P_T - \sum_{l=1}^L \text{Tr}(\Sigma_l) \right),
\]

where \(\Theta_{1:L}\) and \(\mu\) are Lagrange multipliers. The KKT conditions are

\[
\nabla_{\Sigma_l} L = w_l H_{l,l}^T \left( \Omega_l + H_{l,l}^T \Sigma_l H_{l,l}^T \right)^{-1} H_{l,l} + \Theta_l - \mu I,
\]

\[
- \sum_{k \neq l} w_k H_{k,l}^T \left( \Omega_k^{-1} - \left( \Omega_l + H_{k,l}^T \Sigma_l H_{k,l}^T \right)^{-1} \right) H_{k,l} = 0, \tag{11}
\]

\[
\mu \left( P_T - \sum_{l=1}^L \text{Tr}(\Sigma_l) \right) = 0, \quad \text{tr}(\Sigma_l \Theta_l) = 0,
\]

\[
\Sigma_l, \Theta_l \succ 0, \mu \geq 0.
\]

The polite water-filling structure is given as follows \([5, \text{Theorem 22}]\). A key finding leading to the polite water-filling structure is that at a stationary point, the dual input covariance matrices \(\Sigma_{1:L}\) calculated from the covariance transformation satisfies

\[
\hat{\Sigma}_l = \frac{w_l}{\mu} \left( \Omega_l^{-1} - \left( \Omega_l + H_{l,l}^T \Sigma_l H_{l,l}^T \right)^{-1} \right), \quad l = 1, \ldots, L. \tag{12}
\]

We substitute it into (11) to obtain the polite water-filling structure,

\[
Q_l = G_l D_l G_l^T, \tag{13}
\]

\[
D_l = (\nu_l I - \Delta_l^{-2})^+, \tag{14}
\]

where \(Q_l \triangleq \hat{\Sigma}_l^T \Sigma_l \hat{\Sigma}_l^T\) is the equivalent input covariance matrix of the link \(l\); \(G_l\) and \(\Delta_l\) are from SVD decomposition of the equivalent single-user channel \(H_l = F_l \Delta_l G_l\); \(H_l\) is given by \(H_l = \Omega_l^{-1/2} H_{l,l} \Omega_l^{-1/2}\); \(\Sigma_{1:L}\) is obtained from \(\Sigma_{1:L}\) by the covariance transformation in \([5, \text{Definition 4}]\) and is used to calculate the corresponding \(\Omega_{1:L} ; \nu_l = \frac{w_l}{\mu} \geq 0\) is the water-filling level. That is the link \(l\)’s equivalent input covariance matrix \(Q_l\) is a water-filling over the equivalent channel \(H_l\).

In addition, at a stationary point, the \(\hat{\Sigma}_{1:L}\) obtained from the covariance transformation also have the polite water-filling structure \([5, \text{Theorem 21}]\) and satisfy the following KKT conditions (16) of the following dual problem (15):

\[
\text{WSRM TP-D: } \max_{\Sigma_{1:L}} \sum_{l=1}^L w_l \hat{r}_l (\hat{\Sigma}_{1:L}) \tag{15}
\]

s.t. \(\Sigma_l \succeq 0, \forall l, \)

\[
\sum_{l=1}^L \text{Tr}(\Sigma_l) \leq P_T,
\]
whose KKT conditions are
\[ w_l H_{l,t} \left( \hat{\Omega}_t + H_{l,t}^\dagger \hat{\Sigma}_l H_{l,t} \right)^{-1} H_{l,t}^\dagger + \hat{\Theta}_t - \hat{\mu} I = 0, \]
\[ - \sum_{k \neq l} w_k H_{k,l} \left( \Omega_{l}^{-1} - \left( \hat{\Omega}_k + H_{k,k}^\dagger \hat{\Sigma}_k H_{k,k} \right)^{-1} \right) H_{k,l} = 0, \]
\[ \hat{\mu} \left( P_T - \sum_{l=1}^L \text{Tr} \left( \hat{\Sigma}_l \right) \right) = 0, \]
\[ \text{tr} \left( \hat{\Sigma}_l \hat{\Theta}_t \right) = 0, \]
\[ \hat{\Sigma}_l, \hat{\Theta}_t \succeq 0, \hat{\mu} \geq 0. \] (16)

Similarly to (12), from the polite water-filling structure on reverse links, we have
\[ \Sigma_l = \frac{w_l}{\mu} \left( \Omega_l^{-1} - \left( \hat{\Omega}_l + H_{l,t}^\dagger \hat{\Sigma}_l H_{l,t} \right)^{-1} \right), \quad l = 1, \ldots, L. \] (17)

It is well known that \( \sum_{l=1}^L \text{Tr} (\Sigma_l) = P_T \) when \( \Sigma_{1:L} \) is a stationary point of problem (4), e.g., [6, Theorem 8 (item 3)]. This indicates that the full power should always be used. Since the covariance transformation preserves total power, we also have \( \sum_{l=1}^L \text{Tr} (\Sigma_l) = \sum_{l=1}^L \text{Tr} (\hat{\Sigma}_l) = P_T [5, \text{Lemma 8}]. \) It can also be proved that \( \text{Tr} (Q_l) = \text{Tr} (\hat{Q}_l) \), where \( \hat{Q}_l \triangleq \Omega_l^\dagger \hat{\Sigma}_l \Omega_l^\dagger \) are the reverse link equivalent covariance matrices [5, Lemma 20].

The polite water-filling algorithm, Algorithm PP in [5], works as follows. After initializing the reverse link interference plus noise covariance matrices \( \Omega_{1:L} \), we perform a forward link polite water-filling using (13, 14) followed by a reverse link polite water-filling, which is defined to be one iteration. The iterations stop when the change of the objective function is less than a threshold or when a predetermined number of iterations is reached. Because the algorithm enforces the optimal signal structure at each iteration, it converges very fast. In particular, for parallel channels, it reduces to the traditional water-filling and gives the optimal solution in half an iteration with initial values \( \hat{\Omega}_l = I, \forall l. \) Unfortunately, this remarkable algorithm sometimes does not converge and the objective function has some oscillation, especially in very strong interference cases.

### B. The New Algorithm

Instead of using (12) and (17) to solve the KKT condition for the polite water-filling structure, we can directly use these two equations to update \( \hat{\Sigma}_{1:L} \) and \( \hat{\Sigma}_{1:L}. \) Note that, since the full power is used, Lagrange multiplier \( \mu \) can be chosen to satisfy the power constraint \( \sum_{l=1}^L \text{Tr} (\Sigma_l) = P_T \) as
\[ \mu = \frac{1}{P_T} \sum_{l=1}^L \frac{w_l}{\mu} \text{tr} \left( \Omega_l^{-1} - \left( \hat{\Omega}_l + H_{l,t}^\dagger \hat{\Sigma}_l H_{l,t} \right)^{-1} \right). \] (18)

This gives a new algorithm, Algorithm 1, that takes advantage of the structure of the weighted sum-rate maximization problem and, as confirmed by the analytical analysis and numerical experiments, has fast monotonic convergence. It converges to a stationary point of both problem (4) and problem (15) simultaneously, and at the stationary point, both (12) and (17) achieve the same sum-rate. We will analyze the convergence properties of Algorithm 1 in the next section.

### IV. Convergence of Algorithm

In this section, we will prove the monotonic convergence of Algorithm 1. As will be seen later, the proof uses only very general convex analysis, as well as a particular scaling invariance property that we identify for the weighted sum-rate maximization problem. We expect that the scaling invariance holds for and our proof technique applies to many non-convex problems in communication networks that involve the rate or throughput maximization.

#### A. Preliminaries

1) **Lagrangian of the weighted sum-rate function**: The weighted sum-rate maximization problem (4) is equivalent to the following problem:

\[
\begin{align*}
\max_{\Sigma_{1:L}, \Omega_{1:L}} & \sum_{l=1}^L w_l \left( \log \left| \Omega_l + H_{l,t}^\dagger \Sigma_l H_{l,t} \right| - \log |\Omega_l| \right) \\
\text{s.t.} & \quad \Sigma_l \succeq 0, \forall l, \\
& \quad \sum_{l=1}^L \text{Tr} (\Sigma_l) \leq P_T, \\
& \quad \Omega_l = I + \sum_{k \neq l} H_{l,k}^\dagger \Sigma_k H_{l,k}, \forall l.
\end{align*}
\]
which is still non-convex. Consider the Lagrangian of the above problem

\[
F(\Sigma, \Omega, \Lambda, \mu) = \sum_{l=1}^{L} \left( \log \left| \Omega_l + H_{l,l} \Sigma_l H_{l,l}^\dagger \right| - \log \left| \Omega_l \right| \right) \\
+ \mu \left( P_T - \sum_{l=1}^{L} \text{Tr}(\Sigma_l) \right) \\
+ \sum_{l=1}^{L} \text{Tr} \left( \Lambda_l \left( \Omega_l - \mathbf{I} - \sum_{k \neq l} H_{l,k} \Sigma_l H_{l,k}^\dagger \right) \right),
\]

where the domain of \( F \) is \( \{ \Sigma, \Omega, \Lambda, \mu | \Sigma_l \in \mathbb{H}_{+}^{L_{R} \times L_{R}}, \Omega_l \in \mathbb{H}_{+}^{L_{R} \times L_{R}}, \Lambda_l \in \mathbb{H}^{L_{R} \times L_{R}}, \mu \in \mathbb{R}^+ \} \). Here \( \mathbb{H}^{n \times n}, \mathbb{H}_{+}^{n \times n} \), and \( \mathbb{H}_{+}^{n \times n} \) mean \( n \) by \( n \) Hermitian matrix, positive semidefinite matrix, and positive definite matrix respectively.

One can easily verify that the function \( F \) is concave in \( \Sigma \) and convex in \( \Omega \). Furthermore, the partial derivatives are given by

\[
\frac{\partial F}{\partial \Sigma_l} = w_l H_{l,l}^\dagger \left( \Omega_l + H_{l,l} \Sigma_l H_{l,l}^\dagger \right)^{-1} H_{l,l} \\
- \mu \mathbf{I} - \sum_{k \neq l} H_{k,l}^\dagger \Lambda_l H_{k,l},
\]

\[
\frac{\partial F}{\partial \Omega_l} = w_l \left( \left( \Omega_l + H_{l,l} \Sigma_l H_{l,l}^\dagger \right)^{-1} - \Omega_l^{-1} \right) + \Lambda_l.
\]

Now suppose that we have the pair \((\Sigma, \Omega)\) such that

\[
\sum_{l=1}^{L} \text{Tr}(\Sigma_l) = P_T,
\]

\[
\Omega_l = \mathbf{I} + \sum_{k \neq l} H_{l,k} \Sigma_k H_{l,k}^\dagger,
\]

then,

\[
F(\Sigma, \Omega, \Lambda, \mu) = \sum_{l=1}^{L} w_l \left( \log \left| \Omega_l + H_{l,l} \Sigma_l H_{l,l}^\dagger \right| - \log \left| \Omega_l \right| \right),
\]

which is the original weighted sum-rate function. For notational simplicity, denote the weighted sum-rate function by \( V(\Sigma) \), i.e.,

\[
V(\Sigma) = \sum_{l=1}^{L} w_l \left( \log \left| \Omega_l + H_{l,l} \Sigma_l H_{l,l}^\dagger \right| - \log \left| \Omega_l \right| \right),
\]

2) Solution of the first-order condition: Suppose that we want to solve the following system of equations in terms of \((\Sigma, \Omega)\) for given \((\Lambda, \mu)\):

\[
\frac{\partial F}{\partial \Sigma_l} = 0,
\]

\[
\frac{\partial F}{\partial \Omega_l} = 0.
\]

Define

\[
\Sigma_l = \frac{1}{\mu} \Lambda_l,
\]

\[
\Omega_l = \mathbf{I} + \sum_{k \neq l} H_{l,k}^\dagger \Sigma_k H_{l,k},
\]

the above system of equations becomes

\[
w_l H_{l,l}^\dagger \left( \Omega_l + H_{l,l} \Sigma_l H_{l,l}^\dagger \right)^{-1} H_{l,l} = \mu \hat{\Omega}_l,
\]

\[
w_l \left( \Omega_l^{-1} - \left( \Omega_l + H_{l,l} \Sigma_l H_{l,l}^\dagger \right)^{-1} \right) = \mu \hat{\Sigma}_l.
\]

A solution to this system of equations is given by

\[
\Sigma_l = \frac{w_l}{\mu} \left( \Omega_l^{-1} - \left( \Omega_l + H_{l,l} \Sigma_l H_{l,l}^\dagger \right)^{-1} \right)
\]

\[
(19)
\]

\[
\Omega_l = \frac{w_l}{\mu} H_{l,l} \left( H_{l,l}^\dagger \Sigma_l H_{l,l} + \hat{\Omega}_l \right)^{-1} H_{l,l}^\dagger.
\]

(20)

The proof can be found in [11].

B. Convergence Results

We are ready to present the following two main convergence results regarding Algorithm 1. Denote by \( \Sigma^{(n)} \) the \( \Sigma \) value at the \( n \)th iteration of Algorithm 1.

Theorem 1. The objective value, i.e., the weighted sum-rate, is monotonically increasing in Algorithm 1, i.e.,

\[
V(\Sigma^{(n)}) \leq V(\Sigma^{(n+1)}).
\]

From the above theorem, the following conclusion is immediate.

Corollary 2. The sequence \( V_n = V(\Sigma^{(n)}) \) converges to some limit point \( V_\infty \).

Proof: Since \( V(\Sigma) \) is a continuous function and its domain \( \{ \Sigma | \Sigma \geq 0, \text{Tr}(\Sigma) \leq P_T \} \) is a compact set, \( V_n \) is bounded above. From Theorem 1, \( \{ V_n \} \) is a monotone increasing sequence, therefore there exists a limit point \( V_\infty \) such that \( \lim_{n \to \infty} V_n = V_\infty \).

If we define a stationary point \((\Sigma^*)\) of Algorithm 1 as, \( \Sigma^{(n+k)} = \Sigma^* \) implies \( \Sigma^{(n+k)} = \Sigma^* \) for all \( k = 0, 1, \cdots \), then we have the following result.

Theorem 3. Algorithm 1 converges to a stationary point \( \Sigma^* \).

The proof of Theorems 1 and 3 will be presented later in this section. Before that, we first establish a few inequalities and identify a particular scaling property of the Lagrangian \( F \).
1) The first inequality: Suppose that we have a feasible point \( \Sigma^{(n)} \succeq 0 \), and \( \sum_{l=1}^{L} \text{Tr} \left( \Sigma^{(n)}_{l} \right) = P_{T} \). In Algorithm 1, we generate \( \Omega^{(n)}_{l} \) such that

\[
\Omega^{(n)}_{l} = I + \sum_{k \neq l} H_{l,k} \Sigma^{(n)}_{k} H_{l,k}^\dagger.
\]

Now we have a pair \( (\Sigma^{(n)}, \Omega^{(n)}) \). Using this pair, we can compute \( (\Lambda^{(n)}, \mu^{(n)}) \) such that

\[
\Lambda^{(n)}_{l} = w_{l} \left( \Omega^{(n)}_{l} - \left( \Sigma^{(n)}_{l} + H_{l,l} \Sigma^{(n)}_{l} H_{l,l}^\dagger \right)^{-1} \right),
\]

\[
\mu^{(n)} = \frac{1}{P_{T}} \sum_{l=1}^{L} \text{Tr} \left( \Lambda^{(n)}_{l} \right).
\]

Note that \( \hat{\Sigma}^{(n)} \) in Algorithm 1 is equal to

\[
\Sigma^{(n)}_{l} = \frac{\Lambda^{(n)}_{l}}{\mu^{(n)}}.
\]

From this, the gradient of \( F \) with respect to \( \Omega \) at the point \( (\Sigma^{(n)}, \Omega^{(n)}) \) vanishes, i.e.,

\[
\frac{\partial F(\Sigma^{(n)}, \Omega^{(n)}, \Lambda^{(n)}, \mu^{(n)})}{\partial \Omega} \bigg|_{\Omega^{(n)}} = 0.
\]

Since \( F \) is convex in \( \Omega \), if we fix \( \Sigma = \Sigma^{(n)} \), then \( \Omega^{(n)} \) is a global minimizer of \( F \). In other words,

\[
F(\Sigma^{(n)}, \Omega^{(n)}, \Lambda^{(n)}, \mu^{(n)}) \leq F(\Sigma^{(n)}, \Omega^{(n)}, \Lambda^{(n)}, \mu^{(n)}) \quad (21)
\]

for all \( \Omega \succeq 0 \).

2) Scaling invariance of \( F \): We will identify a remarkable scaling invariance property of \( F \), which plays a key role in the convergence proof of Algorithm 1. For given \( (\Sigma^{(n)}, \Omega^{(n)}, \Lambda^{(n)}, \mu^{(n)}) \), we have

\[
F\left( \frac{1}{\alpha} \Sigma^{(n)}, \frac{1}{\alpha} \Omega^{(n)}, \alpha \Lambda^{(n)}, \alpha \mu^{(n)} \right) = F(\Sigma^{(n)}, \Omega^{(n)}, \Lambda^{(n)}, \mu^{(n)})
\]

for all \( \alpha > 0 \). To show this scaling invariance property, note that

\[
\Omega^{(n)}_{l} - \sum_{k \neq l} H_{l,k} \Sigma^{(n)}_{k} H_{l,k}^\dagger = I,
\]

\[
\sum_{l=1}^{L} \text{Tr} \left( \Sigma^{(n)}_{l} \right) = P_{T},
\]

\[
P_{T} \mu^{(n)} = \sum_{l=1}^{L} \text{Tr} \left( \Lambda^{(n)}_{l} \right).
\]

Applying the above equalities and some mathematical manipulations, we have

\[
F\left( \frac{1}{\alpha} \Sigma^{(n)}, \frac{1}{\alpha} \Omega^{(n)}, \alpha \Lambda^{(n)}, \alpha \mu^{(n)} \right) = \sum_{l=1}^{L} w_{l} \left( \log \left( \Omega^{(n)}_{l} + H_{l,l} \Sigma^{(n)}_{l} H_{l,l}^\dagger \right) - \log \left( \Omega^{(n)}_{l} \right) \right) + \alpha \mu^{(n)} \left( P_{T} - \frac{1}{\alpha} P_{T} \right) + \sum_{l=1}^{L} \text{Tr} \left( \alpha \Lambda^{(n)}_{l} \left( \frac{1}{\alpha} I - I \right) \right)
\]

\[
= \sum_{l=1}^{L} w_{l} \left( \log \left( \Omega^{(n)}_{l} + H_{l,l} \Sigma^{(n)}_{l} H_{l,l}^\dagger \right) - \log \left( \Omega^{(n)}_{l} \right) \right) + (\alpha - 1) \mu^{(n)} P_{T} + (1 - \alpha) \sum_{l=1}^{L} \text{Tr} (\Lambda^{(n)}_{l})
\]

\[
= F(\Sigma^{(n)}, \Omega^{(n)}, \Lambda^{(n)}, \mu^{(n)}),
\]

where the first equality uses the fact that

\[
\log \left( \frac{1}{\alpha} \Omega^{(n)}_{l} + H_{l,l} \Sigma^{(n)}_{l} H_{l,l}^\dagger \right) = - \log \left( \frac{1}{\alpha} \Omega^{(n)}_{l} \right)
\]

\[
= \log \left( \Omega^{(n)}_{l} + H_{l,l} \Sigma^{(n)}_{l} H_{l,l}^\dagger \right) - \log \left( \Omega^{(n)}_{l} \right).
\]

Futhermore,

\[
\frac{\partial F(\Sigma^{(n)}, \Omega^{(n)}, \Lambda^{(n)}, \mu^{(n)})}{\partial \Omega} \bigg|_{\Omega^{(n)}} = 0.
\]

Therefore, \( \frac{1}{\alpha} \Omega^{(n)} \) is a global minimizer of \( F(\Sigma^{(n)}, \Omega^{(n)}, \Lambda^{(n)}, \mu^{(n)}) \), as \( F \) is convex in \( \Omega \).

3) The second and third inequalities: Given \( (\alpha \Lambda^{(n)}, \alpha \mu^{(n)}) \), we generate \( \hat{\Sigma}, \hat{\Omega} \) using equation (19) and (20). If we choose \( \alpha \) so that \( \sum_{l=1}^{L} \hat{\Sigma}_{l} = P_{T} \), then \( \Sigma = \Sigma^{(n+1)} \) in Algorithm 1. Since \( (\Sigma^{(n+1)}, \hat{\Omega}) \) is chosen to make partial derivatives zero:

\[
\frac{\partial F(\Sigma^{(n+1)}, \hat{\Sigma}, \alpha \Lambda^{(n)}, \alpha \mu^{(n)})}{\partial \Sigma} \bigg|_{\Sigma^{(n+1)}} = 0,
\]

\[
\frac{\partial F(\Sigma^{(n+1)}, \hat{\Omega}, \alpha \Lambda^{(n)}, \alpha \mu^{(n)})}{\partial \hat{\Omega}} \bigg|_{\hat{\Omega}} = 0,
\]

we conclude that \( \Sigma^{(n+1)} \) is a global maximizer, i.e.,

\[
F(\Sigma^{(n+1)}, \hat{\Sigma}, \alpha \Lambda^{(n)}, \alpha \mu^{(n)}) \leq F(\Sigma^{(n+1)}, \hat{\Omega}, \alpha \Lambda^{(n)}, \alpha \mu^{(n)})
\]

for all \( \Sigma \succeq 0 \); and \( \hat{\Omega} \) is a global minimizer, i.e.,

\[
F(\Sigma^{(n+1)}, \hat{\Omega}, \alpha \Lambda^{(n)}, \alpha \mu^{(n)}) \leq F(\Sigma^{(n+1)}, \hat{\Omega}, \alpha \Lambda^{(n)}, \alpha \mu^{(n)})
\]

for all \( \Omega \succeq 0 \).
4) Proof of Theorem 1: With the three inequalities (21)-(23) obtained above, we are ready to prove Theorem 1. As in analysis in the previous sections and compare the proposed new

\[
\begin{align*}
V(\Sigma^{(n+1)}) &= F(\Sigma^{(n+1)}, \Omega^{(n+1)}, \alpha \Lambda(n), \alpha \mu(n)) \\
&\geq F(\Sigma^{(n+1)}, \hat{\Omega}, \hat{\alpha} \Lambda(n), \alpha \mu(n)) \\
&\geq F(\frac{1}{\hat{\alpha}} \Sigma^{(n)}, \hat{\Omega}, \alpha \Lambda(n), \alpha \mu(n)) \\
&\geq F(\frac{1}{\hat{\alpha}} \Sigma^{(n)}, \frac{1}{\hat{\alpha}} \Omega^{(n)}, \alpha \Lambda(n), \alpha \mu(n)) \\
&= F(\Sigma(n), \Omega(n), \Lambda(n), \mu(n)) \\
&= V(\Sigma(n)),
\end{align*}
\]

where the first inequality follows from (23), and the second and third inequalities follow from (22) and (21).

5) Proof of Theorem 3: We have shown in Corollary 2 that \( V_n \) converges to a limit point under Algorithm 1. To show the convergence of the algorithm, it is enough to show that if \( V(\Sigma(n)) = V(\Sigma(n+1)) \), then \( \Sigma(n+1) = \Sigma(n+k) \) for all \( k = 1, 2, \ldots \). Suppose \( V(\Sigma(n)) = V(\Sigma(n+1)) \), then from the proof in the above, we have

\[
\begin{align*}
F(\Sigma(n+1), \Omega(n+1), \alpha \Lambda(n), \alpha \mu(n)) &= F(\Sigma(n+1), \hat{\Omega}, \hat{\alpha} \Lambda(n), \alpha \mu(n)).
\end{align*}
\]

Since \( \hat{\Omega} \) is a global minimizer, the above equality implies \( \Omega(n+1) \) is a global minimizer too. From the first order condition for optimality, we have

\[
\begin{align*}
\frac{\partial F(\Sigma(n+1), \Omega, \alpha \Lambda(n), \alpha \mu(n+1))}{\partial \Omega_l}
&= w_l \left( \left( \Omega_l^{(n+1)} + H_{l,t} \Sigma_l^{(n+1)} H_{l,t}^H \right)^{-1} - \{ \Omega_l^{(n+1)} \}^{-1} \right) \\
&\quad + \alpha \Lambda_l(n) \\
&= 0.
\end{align*}
\]

On the other hand, we generate \( \Lambda_l^{(n+1)} \) such that

\[
\begin{align*}
\Lambda_l^{(n+1)} &= w_l \left( \Omega_l^{(n+1)} - \left( \Omega_l^{(n+1)} + H_{l,t} \Sigma_l^{(n+1)} H_{l,t}^H \right)^{-1} \right) \\
&= w_l \alpha \Lambda_l(n).
\end{align*}
\]

This shows \( \Sigma^{(n+1)} \propto \Sigma^{(n)} \). However, since the trace of each matrix is same, we conclude that

\[
\Sigma^{(n+1)} = \Sigma^{(n)}.
\]

From this it is obvious that \( \Sigma^{(n)} = \Sigma^{(n+1)} = \cdots \) and \( \Sigma^{(n+2)} = \Sigma^{(n+1)} = \cdots \).

V. NUMERICAL EXAMPLES AND COMPLEXITY ANALYSIS

A. Numerical Examples

In this section, we provide numerical examples to verify the analysis in the previous sections and compare the proposed new algorithm against the PWF algorithm [5] and the WMMSE algorithm [9]. Consider a B-MAC network with \( L = 10 \) links among 10 transmitter-receiver pairs that fully interfere with each other. Each link has 3 transmit antennas and 4 receive antennas. For each simulation, the channel matrices are independently generated by one realization of \( H_{l,k} = \sqrt{g_{l,k}} T_{l,k}^{W}, \forall k, l \), where \( T_{l,k}^{W} \) has zero-mean i.i.d. complex Gaussian entries with unit variance and \( g_{l,k} \) is the average channel gain. The weights \( w_l \)'s are uniformly chosen from 0.5 to 1. The total transmit power \( P_T \) in the network is 100.

Fig. 2 shows the convergence of the new algorithm for a network with \( g_{l,k} = 0 \text{dB}, \forall l, k \). From the proof of Theorem 1, the weighted sum-rate of the forward links and that of the reverse links not only increase monotonically over iterations, but also increase over each other over half iterations. In Algorithm 1, the reverse link transmit signal covariance matrices are updated in the first half of each iteration (line 6), and the forward link transmit signal covariance matrices are updated in the second half (line 8). From Fig. 2, we clearly see that the weighted sum-rates of the forward links and reverse links increase in turns until they converge to the same value, which also confirms that problem (4) and its dual problem (15) reach their stationary points at the same time.

We compare the performance of the new algorithm with the PWF and WMMSE algorithms under different channel conditions: weak, moderate, and strong interference. Fig. 3 shows a comparison under the weak interference condition. We see that the PWF algorithm converges slightly faster than the new algorithm, and it is close to the stationary point in three iterations. The reason for this remarkable convergence is that under the weak interference condition, the channels in the network are close to parallel channels and the PWF algorithm can converges to the optimal solution in half an iteration. Since the new algorithm is also based on the polite water-filling structure, it is not surprising that it has a fast convergence. In contrast, the WMMSE algorithm’s convergence under such a
channel condition is significantly slower; e.g., more than ten iterations slower to reach some high value of the weighted sum-rate (i.e., if a high numerical accuracy is desired). When the gain of the interfering channels are comparable to that of the desired channel, as shown in Fig. 4, the difference in the convergence speed between the PWF/new algorithm and the WMMSE algorithm is less than that of the weak interference case. But around five iteration difference for some high value of the weighted sum-rate is still significant. Under some strong interference conditions, as shown in Fig. 5, the PWF algorithm oscillates around certain points and no longer converges, while the other two algorithms still have the guaranteed convergence. The new algorithm still converges faster than the WMMSE algorithm and the difference is significant if high value of the weighted sum-rate is desired. Even in the case that one is satisfied with smaller weighted sum-rate, being faster by a few iterations will be significant in distributed implementation where the overhead of each iteration costs significant signaling resources between the transmitters and the receivers.

Combining the three cases together, we see that while both algorithms are provably convergent, the new algorithm outperforms the WMMSE algorithm in all situations, especially in the weak interference case. Although the PWF algorithm has better convergence over the new algorithm, it does not converge under certain strong interference channels. We can conclude that the new algorithm preserves the fast convergence of the PWF algorithm and has the desired convergence property as the WMMSE algorithm as well.

Note that given the same initial point, these three algorithms may converge to different stationary points, as shown in Fig. 6. Since the original weighted sum-rate maximization problem is non-convex, a stationary point is not necessarily a global maximum. In practical applications, we may run such algorithms multiple times starting from different initial points and pick the stationary point that gives the largest weighted sum-rate.

We may also create a hybrid algorithm by combining the new algorithm and the PWF algorithm, by applying the PWF
algorithm until the weighted sum-rate starts to drop, then switching to the new algorithm which will converge to a stationary point. In this way, the hybrid algorithm will retain the PWF algorithm’s fast convergence and also will monotonically converge under those strong interference channel conditions where the PWF algorithm may oscillate.

B. Complexity Analysis

We have evaluated in the above convergence properties of the proposed new algorithm, the PWF algorithm and the WMMSE algorithm in terms of the number of iterations. We now analyze the complexity of each iteration for these algorithms.

Recall that \( L \) is the number of users or links, and for simplicity, assume that each user has \( N \) transmit (and receive) antennas, so the resulting \( \Sigma_l \) (and \( \hat{\Sigma}_l \)) is a \( N \times N \) matrix. Suppose that we use the straightforward matrix multiplication and inversion. Then the complexity of these operations are \( O(N^3) \). For the new algorithm, at each iteration, \( \Omega_l \) incurs a complexity of \( O(LN^3) \) and \( \Omega_l + H_l^H \Sigma_l^{l+1} H_l^T \) incurs a complexity of \( O(LN^3) \). To obtain \( \hat{\Sigma}_l \), we have to invert a \( N \times N \) matrix, which incurs a complexity of \( O(N^3) \). Therefore, the total complexity for calculating a \( \hat{\Sigma}_l \) is given by \( O(LN^3) \), and the complexity of generating \( \Sigma \) is given by \( O(L^2N^3) \). As calculating \( \Sigma \) incurs the same complexity as calculating \( \hat{\Sigma} \), the complexity of the new algorithm is \( O(L^2N^3) \) for each iteration.

The PWF algorithm uses the same calculation to generate \( \Omega_l \) and incurs a complexity of \( O(LN^3) \) for each \( \Omega_l \). Then, it uses the singular value decomposition of \( \Omega_l^{-\frac{1}{2}} H_l H_l^T \Omega_l^{-\frac{1}{2}} \), which incurs a complexity of \( O(N^3) \). Since we need \( L \) of these operations, the total complexity of the PWF algorithm is \( O(L^2N^3) \). For the WMMSE algorithm, it is shown in [9] that its complexity is \( O(L^2N^3) \).

So, all three algorithms have the same computational complexity per iteration if we use \( O(N^3) \) matrix multiplication. Recently, Williams [10] presents an \( O(N^2.3727) \) matrix multiplication and inversion method. If we use this algorithm, then the new algorithm and the WMMSE algorithm have \( O(L^2N^2.3727) \) complexity since the \( N^3 \) factor comes from the matrix multiplication and inversion. However, in addition to \( L^2 \) number of matrix multiplications and inversions, the PWF algorithm has \( L \) number of \( N \) by \( N \) matrix singular value decompositions. Therefore the complexity of the PWF algorithm is \( O(L^2N^2.3727 + LN^3) \).

VI. CONCLUSION

We have proposed a new algorithm to solve the weighted sum-rate maximization problem in general interference networks. Based on the polite water-filling results and the rate duality [5], the new algorithm updates the transmit signal covariance matrices in the forward and reverse links in a symmetric manner and has fast and guaranteed convergence. We present an elegant convergence proof for this otherwise hard problem. Simulations demonstrate that the new algorithm has convergence speed close to the state-of-the-art polite water-filling algorithm, which is however not guaranteed to converge. Compared with another state-of-the-art WMMSE algorithm, which is guaranteed to converge, the convergence speed is a few iterations or more than ten iterations faster, depending on the desired numerical accuracy. Being faster even by a few iterations will be significant in distributed implementation where the overhead of each iteration costs significant signaling resources between the transmitters and the receivers. Indeed, the new algorithm is highly scalable and suitable for distributed implementation with distributed channel estimation because for each data link, only its own channel state and the aggregated interference plus noise covariance needs to be estimated no matter how many interferers are there (see lines 6 and 8 of Algorithm 1). The distributed implementation of the new algorithm will be developed in the future work.
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