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Abstract—In this paper, we consider the signal-anticipating be-
havior in local volt/var control in distribution systems. We define
a voltage control game, and show that the signal-anticipating
voltage control is the best response algorithm of the voltage
control game. We further show that the voltage control game has
a unique Nash equilibrium, characterize it as the optimum of a
global optimization problem, and establish its asymptotic global
stability. We then introduce the notion of the price of signal-
anticipating (PoSA) to characterize the impact of the signal-
anticipating in local voltage control, and use the gap in cost
between the network equilibrium in the signal-taking voltage
control and the Nash equilibrium in the signal-anticipating
voltage control as the metric for PoSA. We characterize how
the PoSA scales with the size, topology, and heterogeneity of the
power network for a few special cases. We find that the stronger
the coupling between different buses is, the larger the PoSA is;
the linear network gives the largest PoSA among all possible
topologies, but as the size of the network increases, the PoSA
will saturate.

I. INTRODUCTION

We and our coauthors have studied in [1] a class of inverter-
based local volt/var control schemes that are motivated by
the proposed 1547.8 standard [2]. These schemes set the
reactive power at the output of an inverter based only on the
local voltage deviation from its nominal value at a bus. A
linear branch flow model similar to the Simplified DistFlow
equations introduced in [3] is used in [1], and together with the
local volt/var control forms a closed loop dynamical system.
We have shown in [1] that the dynamical system has a unique
equilibrium point, and characterize it as the unique optimum of
a certain convex optimization problem that has a simple inter-
pretation: the local volt/var control tries to achieve an optimal
tradeoff between minimizing the cost of voltage deviations and
minimizing the cost of reactive power provisioning. Moreover,
the objective of the optimization problem serves as a Lyapunov
function for the dynamical system under local volt/var control,
implying global asymptotic stability of the equilibrium. See
Section II for a brief review of these results.

†The first two authors made equal contribution.

The volt/var control considered in [1] takes the feedback
signal, i.e., the voltage, as given, therefore the buses can be
seen as being signal-taking. However, a bus may be able
to learn or infer the impact of its own decision on the
feedback signal, and take it into consideration when making
the control decision on reactive power, which we call the
signal-anticipating voltage control. In this paper, we study
such a signal-anticipating behavior. Specifically, the signal-
anticipating control makes the interaction among the buses
a game, which we call the voltage control game. We show
that the signal-anticipating voltage control is the best response
algorithm of the voltage control game, and its fixed point or
equilibrium is the Nash equilibrium of the voltage control
game and vice versa. We further show that the voltage control
game has a unique Nash equilibrium, characterize it as the
optimum of a global optimization problem, and establish its
asymptotic global stability.

The signal-taking and signal-anticipating behaviors in local
voltage control are analogous to the price-taking and price-
anticipating behaviors in economics. It is well-known that in
a competitive market with price-taking customers the system
achieves an efficient equilibrium and in an oligopolistic market
with price-anticipating customers the system usually incurs
efficiency loss. Similarly, we consider that the signal-taking
behavior leads to an efficient equilibrium while the signal-
anticipating behavior may result in efficiency loss. Specifically,
we introduce the notion of the price of signal-anticipating
(PoSA) to characterize the impact of the signal-anticipating in
local voltage control in particular and in distributed control
in general. We use the gap in cost between the network
equilibrium in the signal-taking voltage control and the Nash
equilibrium in the signal-anticipating voltage control as the
metric for PoSA. We characterize how the PoSA scales with
the size, topology, and heterogeneity of the power network
for a few special cases. We find that the stronger the coupling
between different buses is, the larger the PoSA is. The linear
network gives the largest PoSA among all possible topologies,
but as the size of the network increases, the PoSA will saturate.

To our knowledge, this paper is the first to study the signal-



anticipating behavior and introduce the notion of the price of
signal-anticipating in distributed control. Such results will be
insightful to understanding strategic behaviors in distributed
control and designing mechanisms to mitigate their impact if
it is not desired.

Related work: Voltage control is a research area with a
huge literature. Traditional approach to voltage control in
distribution systems is via capacitor banks and under load
tap changers; see, e.g., [4], [5], [6]. The new inverter-based
approach that can control reactive power much faster and in a
much finer granularity has been proposed and studied in, e.g.,
[7], [8], [9], [1], [10]. The local voltage control based real-time
voltage measurement has also been proposed in transmission
systems; see, e.g., [11].

The rest of the paper is organized as follows. Section II de-
scribes the network model and briefly reviews the signal-taking
voltage control. Section III studies the signal-anticipating
voltage control and the resulting game, and characterizes its
equilibrium and dynamic properties. Section IV characterizes
the price of signal-anticipating in voltage control, and Section
V concludes the paper.

II. NETWORK MODEL AND THE SIGNAL-TAKING VOLTAGE

CONTROL

Consider a tree graph G = {N ∪ {0},L} that represents
a radial distribution network consisting of n + 1 buses and a
set L of lines between these buses. Bus 0 is the substation
bus and is assumed to have a fixed voltage. For each bus
i ∈ N , denote by Li ⊆ L the set of lines on the unique path
from bus 0 to bus i, pci and pgi the real power consumption
and generation, and qci and qgi the reactive power consumption
and generation, respectively. Let vi be the magnitude of the
complex voltage at bus i. For each line (i, j) ∈ L, denote
by rij and xij its resistance and reactance, and Pij and Qij
the real and reactive power from bus i to bus j, respectively.
Let `ij denote the squared magnitude of the complex branch
current from bus i to bus j. These notations are summarized in
Table I. A quantity without subscript is usually a vector with
appropriate components defined earlier; e.g., v := (vi, i ∈
N ), qg := (qgi , i ∈ N ).

TABLE I
NOTATIONS

N Set of buses, excluding bus 0, labeled as {1, 2, ..., n}
L Set of all links representing the power lines
Li Set of the links on the path form bus 0 to bus i
pci , p

g
i Real power consumption and generation at bus i

qci , q
g
i Reactive power consumption and generation at bus i

rij , xij Resistance and reactance of line (i, j)
Pij , Qij Real and reactive power flows from i to j
vi Magnitude of complex voltage at bus i
`ij Squared magnitude of complex current on (i, j)

A. Linearized branch flow model

We adopt the following branch flow model introduced in
[4], [5] to model a radial distribution system:

Pij = pcj − p
g
j +

∑
k:(j,k)∈L

Pjk + rij`ij , (1a)

Qij = qcj − q
g
j +

∑
k:(j,k)∈L

Qjk + xij`ij , (1b)

v2
j = v2

i − 2 (rijPij + xijQij) +
(
r2
ij + x2

ij

)
`ij , (1c)

`ijvi = P 2
ij +Q2

ij . (1d)

Following [3], we have introduced in [1] a resistance matrix
R = [Rij ]n×n with Rij :=

∑
(h,k)∈Li∩Lj

rhk and a reactance
matrix X = [Xij ]n×n with Xij :=

∑
(h,k)∈Li∩Lj

xhk, and
derived from (1) a linearized branch flow model:

v = v0 +R(pg − pc) +X(qg − qc),

where v0 = (v0, . . . , v0) is an n-dimensional vector. We
assume that v0, p

c, pg, qc are given constants, and the only
variables are (column) vectors v := (v1, . . . , vn) of voltage
magnitudes and qg := (qg1 , . . . , q

g
n) of reactive powers. Let

ṽ = v0 + R(pg − pc)−Xqc, which is a constant vector. For
notational simplicity, in the rest of the paper we will ignore
the superscript in qg and write q instead. Then the linearized
branch flow model reduces to the following:

v = Xq + ṽ. (2)

We have shown in [1] that the matrix X is positive definite.

B. The signal-taking volt/var control

The goal of volt/var control on a distribution network is to
provision reactive power injections q := (q1, . . . , qn) in order
to maintain the bus voltages v := (v1, . . . , vn) to within a tight
range around their nominal values vnom

i , i ∈ N . In [1], we
have considered a class of local volt/var control where each
bus i makes an individual decision qi(t+ 1) based only on its
own voltage vi(t):

qi(t+ 1) = fi(vi(t)− vnom
i ), ∀i ∈ N , (3)

where fi : R→ Ωi with Ωi =
{
qi | qimin ≤ qi ≤ qimax

}
the

set of feasible reactive power injections at bus i. This leads to
the following feedback dynamical system for the distribution
network:

v(t) = Xq(t) + ṽ, (4)

q(t+ 1) = f(v(t)− vnom), (5)

where f : Rn → Ω denotes the collection of (fi, i ∈ N ), with
Ω =

∏
i∈N Ωi. A fixed point of the above dynamical system

represents an equilibrium operating point of the network.

Definition 1. (Definition 2 in [1]) (v∗, q∗) is called an
equilibrium point, or a network equilibrium, if it is a fixed



point of (4)–(5), i.e.,

v∗ = Xq∗ + ṽ,

q∗ = f(v∗ − vnom).

Following [1], we assume for each bus i ∈ N a symmet-
ric deadband [−δi/2, δi/2] around the origin with δi ≥ 0.
Let vi := min

{
vi|fi(vi) = qmin

i

}
, i.e., the lowest voltage

deviation from the nominal value that draws reactive power
qmin
i , and let vi := max {vi|fi(vi) = qmax

i }, i.e., the highest
voltage deviation that draws reactive power qmax

i . We make
the following assumptions:

A1: The local volt/var control functions fi are nonincreasing
over R and strictly decreasing and differentiable in
(vi,−δi/2) and in (δi/2, vi).

A2: The derivative of the control function fi is bounded, i.e.,
there exists a finite αi such that |f ′i(vi)| ≤ αi for all vi
in the appropriate domain, for all i ∈ N .

Define a cost function for each bus i ∈ N :

Ci(qi) := −
∫ qi

0

f−1
i (q) dq,

which is convex since the inverse function f−1
i is decreasing.

Then, given any vi(t), qi(t + 1) in (5) is the unique solution
of a distributed decision problem:

qi(t+ 1) = arg min
qi∈Ωi

Ci(qi) + qi (vi(t)− vnom
i ) , i ∈ N , (6)

i.e., (5) and (6) are equivalent specification of qi(t+1). Notice
that, in the decision problem (6), each bus takes the feedback
signal vi(t) as given and can be seen as being signal-taking.
We thus call (5) and (6) the signal-taking voltage control.

We have the following results regarding the equilibrium and
dynamic properties of the signal-taking voltage control.

Theorem 2. (Theorem 1 in [1]) Suppose A1 holds. Then there
exists a unique equilibrium point. Moreover a point (v∗, q∗) is
an equilibrium if and only if q∗ is the unique optimal solution
of the following global optimization problem:

min
q∈Ω

F (q) =
∑
i∈N

Ci(qi) +
1

2
qTXq + qT∆ṽ (7)

with ∆ṽ := ṽ − vnorm, and v∗ = Xq∗ + ṽ.

Theorem 3. (Theorem 2 in [1]) Suppose A1–A2 hold. if

diag

(
1

αi

)
� X, (8)

i.e., if the matrix diag
(
α−1
i

)
−X is positive definite, then the

signal-taking volt/var control (4)–(5) converges to the unique
equilibrium point (v∗, q∗).

III. THE PRICE-ANTICIPATING VOLTAGE CONTROL

As discussed in Section II, in the equivalent decision
problem (6), each bus takes the feedback signal vi(t) as given,
so the local volt/var control (5) is a signal-taking control.
However, a bus i may be able to learn or infer the impact of its
own decision qi on the feedback signal vi (i.e., know vi as a
function of qi; see equation (2)), and take it into consideration
when making the control decision on reactive power, which
we call the signal-anticipating voltage control. With the signal-
anticipating control, bus i ∈ N will decide its reactive power
output according to the following optimization problem:

qi(t+ 1)

= arg min
qi∈Ωi

Ci(qi) + qi(Xiiqi +
∑

j∈N\{i}

Xijqj(t) + ∆ṽi). (9)

To see the difference from the signal-taking control, notice
that (6) can be written as:

qi(t+ 1)

= arg min
qi∈Ωi

Ci(qi) + qi(
∑
j∈N

Xijqj(t) + ∆ṽi). (10)

The signal-anticipating voltage control makes the interaction
between the buses a game.

Definition 4. A voltage control game is defined as a triple G =

{N , (Ωi)i∈N , (hi)i∈N }, with a set N of players (buses), bus
i ∈ N strategy space Ωi, and cost function hi(q) = Ci(qi) +

qi(
∑
j∈N Xijqj + ∆ṽi).

Let q−i = (q1, q2, · · · , qi−1, qi+1, · · · , qN ) denotes the
reactive powers at all buses other than i, and represent q as
(qi, q−i). The signal-anticipating voltage control (9) can be
written as

qi(t+ 1) = arg min
qi∈Ωi

hi(qi, q−i(t)), i ∈ N , (11)

which is the best response algorithm for the voltage control
game G [12].

A. Equilibrium

We now analyze the Nash equilibrium of the voltage control
game [12]. A vector qa of reactive powers is a Nash equilib-
rium if, for all buses i ∈ N , hi(qai , q

a
−i) ≤ hi(qi, q

a
−i) for all

qi ∈ Ωi. We see that the Nash equilibrium is a set of reactive
powers for which no bus has incentive to change unilaterally.

Lemma 5. A Nash equilibrium qa of the voltage control game
G is a fixed point (or equilibrium) of the signal-anticipating
voltage control (9), and vice versa.

Proof. The result follows from the fact that the signal-
anticipating voltage control is the best response algorithm for
the voltage control game G; see equation (11) [12].

Consider the function W : Ω→ R:

W (q) =
∑
i∈N

(
Ci(qi) +

1

2
Xiiq

2
i

)
+

1

2
qTXq + qT∆ṽ



and the global optimization problem:

min
q∈Ω

W (q). (12)

Theorem 6. Suppose A1 holds. Then there exists a unique
Nash equilibrium for the voltage control game G. Moreover a
point qa is a Nash equilibrium if and only if it is the unique
optimum of (12).

Proof. First, notice that the problem (12) is strictly convex. So,
the first order optimality condition for (12) is both sufficient
and necessary; and moreover, (12) has a unique optimum.
Second, notice that the first oder optimality condition is just
the fixed point condition of the best response algorithm (11).
The existence and uniqueness of the optimum of (12) then
implies that of the Nash equilibrium qa.

B. Dynamics

We now study the dynamic properties of the signal-
anticipating voltage control (9), i.e., the best response algo-
rithm (11).

Theorem 7. Suppose A1-A2 hold. If

diag

{
1

αi
+ 3Xii

}
� X,

then the signal-anticipating voltage control (9) converges to
the unique Nash equilibrium of the voltage control game G.

Proof. The main idea of the proof is to show that W (q) is a
Lyapunov function of the discrete-time dynamical system (9).

Recall that C(q) =
∑
i Ci(qi). Its Hessain

∇2C(q) = diag

(
−∂f

−1
i (qi)

∂qi

)
.

By assumptions A1-A2, we have

∇2C(q) � diag

(
1

αi

)
.

Now, let us decompose W (q) = U(q) + V (q) where U(q) =

C(q) + qTDq and V (q) = 1
2q
T (X −D)q+ qT∆ṽ, with D =

diag (Xii) the diagonal part of X . By the Taylor’s theorem,
there exists q̃ such that

U(q(t))

= U(q(t+ 1)) +∇U(q(t+ 1))T (q(t)− q(t+ 1))

+
1

2
(q(t+ 1)− q(t))T∇2U(q̃)(q(t+ 1)− q(t)),

and ∇U(q) = ∇C(q)+2Dq and ∇2U(q) = ∇2C+2D. Since
∇2C(q̃) � diag

(
1
αi

)
, we have

U(q(t+ 1))

≤ U(q(t)) + (∇C(q(t+ 1)) + 2Dq(t+ 1))T (q(t+ 1)− q(t))

− 1

2
(q(t+ 1)− q(t))T (2D + diag

(
1

αi

)
)(q(t+ 1)− q(t)).

For V we have,

V (q(t+ 1))

= V (q(t)) + ((X −D)q(t) + ∆ṽ)T (q(t+ 1)− q(t))

+
1

2
(q(t+ 1)− q(t))T (X −D)(q(t+ 1)− q(t)).

By combining all these results, we have

W (q(t+ 1))

≤W (q(t)) + zT (q(t+ 1)− q(t))

− 1

2
(q(t+ 1)− q(t))TQ(q(t+ 1)− q(t)),

where z = ∇C(q(t+ 1)) + 2Dq(t+ 1) + (X −D)q(t) + ∆ṽ,
and Q = 3D+diag

(
1
αi

)
−X . From the optimality condition

in (9), zT (q(t+ 1)− q(t)) ≤ 0. Therefore

W (q(t+ 1))

≤ W (q(t))− 1

2
(q(t+ 1)− q(t))TQ(q(t+ 1)− q(t)).

Since 3D+diag
(

1
αi

)
� X , Q is positive definite. Therefore

the quadratic term is strictly negative unless q(t+ 1) = q(t).
This shows that W (q(t+1)) < W (q(t)) unless q(t+1) = q(t).
Since the Nash equilibrium is unique by Theorem 6, q(t+1) =

q(t) can only occur at the unique Nash equilibrium.
Therefore, we have shown the following:
1) W (q) ≥W (qa) with equality if and only if q = qa,
2) W (q(t + 1)) ≤ W (q(t)) with equality if and only if

q(t+ 1) = q(t) = qa.
So, the function W is a discrete-time Lyapunov function for
the signal-anticipating voltage control (9). By the Lyapunov
stability theorem, we conclude that the equilibrium point qa

is an asymptomatically global stable point.

IV. THE PRICE OF SIGNAL-ANTICIPATING

We have studied the signal-taking and signal-anticipating
behaviors in local voltage control in [1] (reviewed in Section
II-B) and Section III, respectively. They are analogous to the
price-taking and price-anticipating behaviors in economics. It
is well-known that in a competitive market with price-taking
customers the system achieves an efficient equilibrium and in
an oligopolistic market with price-anticipating (or strategic)
customers the system usually incurs efficiency loss; see, e.g.,
[13], [14]. Similarly, the signal-taking behavior leads to an
efficient equilibrium while the signal-anticipating behavior
may result in efficiency loss, in term of the global cost function
F (q).1

We thus introduce the notion of the price of signal-
anticipating (PoSA) to characterize the impact of the signal-
anticipating in local voltage control in particular and in dis-
tributed control in general. Specifically, we will use the gap in

1Notice that function F (q) is the summation of the cost of reactive power
provisioning and the cost of voltage deviation, and the signal-taking voltage
control tries to achieve an optimal tradeoff between minimizing the cost of
voltage deviation and minimizing the cost of reactive power provisioning [1].



cost (or efficiency loss) between the network equilibrium q∗

and the Nash equilibrium qa

p = F (qa)− F (q∗) (13)

as a metric for the price of signal-anticipating. We aim to
investigate how p scales with the size, topology, and hetero-
geneity of the power network. Such results will be insightful
to understanding strategic behaviors in local voltage control
and designing mechanisms to mitigate their impact.

A. The case with quadratic cost functions

In this paper we will focus on a special case where each
node i ∈ N has a quadratic cost function Ci(qi) = 1

2yiq
2
i

with yi > 0. Quadratic cost functions are widely used in
market models for the power system. We further assume for
simplicity that there is no constraint in reactive power, i.e.,
qmini = −∞, qmaxi = ∞, i ∈ N . But the results expect to
extend to more general settings.

Let Y = diag(yi). The network equilibrium q∗ arising from
the signal-taking behavior solves

min
q

F (q) =
1

2
qT (X + Y )q + qT∆ṽ, (14)

i.e., q∗ = −(X + Y )−1∆ṽ; whereas the Nash equilibrium qa

arising from the signal-anticipating behavior solves

min
q

W (q) =
1

2
qT (X +D + Y )q + qT∆ṽ (15)

with D the diagonal part of X , i.e., q∗ = −(X+D+Y )−1∆ṽ.
The PoSA can be written as

p =
1

2
∆ṽTΠ∆ṽ, (16)

where Π = (X +D + Y )−1D(X + Y )−1D(X +D + Y )−1.
Notice that Π � 0, so p is always positive for nonzero ∆ṽ

(which is actually the initial voltage deviation).
1) The worst-case PoSA: As the PoSA p is quadratic in ∆ṽ,

without normalization p can be arbitrarily large. We therefore
investigate a normalized, worst-case PoSA with respect to the
norm of ∆ṽ:

pmax(X,Y ) = sup
∆ṽ

p

∆ṽT∆ṽ
=

1

2
sup
∆ṽ

∆ṽTΠ∆ṽ

∆ṽT∆ṽ
. (17)

It is obvious that pmax(X,Y ) = 1
2λmax{Π}, where λmax

denotes the maximum eigenvalue, and can be achieved by the
eigenvector of Π corresponding to the maximum eigenvalue.

Consider the subtrees of the network at bus 0. The voltage
controls at these subtrees are independent. Mathematically, this
can be seen from the fact that matrices D and Y are diagonal
and X is block diagonal

X =


X1 0 · · · 0

0 X2 · · · 0
...

...
. . .

...
0 0 · · · Xb

 ,

where each block corresponds to a subtree and b is the number
of subtrees. We thus consider, without loss of generality, only
the network where bus 0 has only one direct child bus, i.e.,
b = 1.

Let y = mini∈N {yi}, d = mini∈N {Xii}, d =

maxi∈N {Xii}, and λmin denotes the minimum eigenvalue of
X . We have

Y +D +X � (y + d+ λmin)I,

Y +X � (y + λmin)I,

D � dI.

From this, we can conclude that

Π � d

(y + λmin + d)2(y + λmin)
I.

Therefore,

pmax(X,Y ) ≤ d

2(y + λmin + d)2(y + λmin)
. (18)

2) The impact of Y : From (18), we see that the larger
Y is, the smaller the worst-case PoSA is; and when y →
∞, pmax(X,Y ) → 0. This is as expected, since the cost of
provisioning dominates in the voltage control decision when
it is large.

3) The impact of X: The analysis with X is challenging,
as the relation between X and D is complicated. In order
to obtain insights, we consider a relatively simple case with
large Y , i.e., Y >> X . In this case, the matrix Π can be
approximated as

Π ≈ Y −1DY −1DY −1,

and the worst-case PoSA is approximately given by

pmax(X,Y ) =
1

2
λmax(Π)

≈ max
i

X2
ii

2y3
i

. (19)

Notice that Xii is the summation of the reactances of all
power lines along the unique path from bus 0 to bus i. So,
the linear network, which has the largest Xii value among all
topologies, gives the largest worst-case PoSA. Intuitively, the
linear network has the most “extensive” overlaps among the
paths from bus 0 to a bus, and thus the “strongest” coupling
among different buses. So, the stronger the coupling among
different bus is, the larger the PoSA is.

4) Two-link Network: Here we numerically investigate a
special case, in order to gain insights. Consider a two-link
network consisting of 3 buses as shown in Fig. 1, and denote
by x1 and x2 the reactance of the power lines (0, 1) and (1, 2),
respectively. The corresponding reactance matrix is as follows:

X =

[
x1 x1

x1 x1 + x2

]
.

We set Y = I , and calculate the largest gap versus x1 and
x2, shown in Fig. 2. We see that as x1 becomes larger, the
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Fig. 1. Two-link network.
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Fig. 2. The worst-case PoSA for the two-link network (blue to red represent-
ing small to large PoSA).

gap becomes larger, whereas as x2 becomes larger, the gap
becomes smaller. Notice that x1 characterizes the coupling
strength between buses 1 and 2. Again, the stronger the
coupling among different buses is, the larger the PoSA is.

5) The linear network: As we have discussed in the above,
the linear network gives the largest worst-case PoSA among all
possible topologies. To see how the PoSA scales with the size
of the network, we consider a linear network with all power
lines having the same reactance x and with Y = I . Fig. 3
shows the scaling of the worst-case PoSA with the number
N of power lines in the network. We see that the worst-case
PoSA does not grow as fast as logN , and will saturate as
N becomes large. This means that the average gap per bus
PoSA/N will become effectively zero for a large network. The
saturation of the PoSA is very interesting. We are working on
characterizing analytically the scaling of PoSA with the size
of the network.

V. CONCLUSION

We have studied the signal-anticipating behavior in the local
volt/var control. We define a voltage control game, and show
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0

0.2

0.4

0.6
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P
o
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A

Fig. 3. The worst-case PoSA with the size of the linear network with x = 1.

that the signal-anticipating voltage control is the best response
algorithm of the voltage control game. We further show that
the voltage control game has a unique Nash equilibrium, char-
acterize it as the optimum of a global optimization problem,
and establish its asymptotic global stability. We then introduce
the notion of the price of signal-anticipating to characterize the
impact of the signal-anticipating in local voltage control, and
use the gap in cost between the network equilibrium in the
signal-taking voltage control and the Nash equilibrium in the
signal-anticipating voltage control as the metric for PoSA. We
characterize how the PoSA scales with the size, topology, and
heterogeneity of the power network for a few special cases.
We find that the stronger the coupling between different buses
is, the larger the PoSA is. The linear network gives the largest
PoSA among all possible topologies, but as the size of the
network increases, the PoSA will saturate. As further work,
we are characterizing the relation between the matrices X and
D, and characterizing analytically the scaling of the price of
signal-anticipating with the network size. We are also studying
the signal-anticipating voltage control with exact branch flow
model instead of the linearized model used in this paper.
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