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Abstract

There has been much discussion about what issues should be included in interna-

tional “trade” negotiations. Different countries, firms and activist groups have quite

different views regarding which items should (or should not) be negotiated together.

Proposals run the gamut from no linking to linking trade with investment, the envi-

ronment, labor and human rights codes. This paper provides a formal framework for

analyzing this question. It employs a two country, two issue bargaining model and

contrasts outcomes when issues are negotiated separately and when they are linked in

some form. A key concept is “comparative interest”, analogous to Ricardian compar-

ative advantage. We provide general results and note, in particular, where a country

can benefit by agreeing to include an agenda item for which, when viewed by itself,

the country does not receive a positive payoff. We also provide an application of our

analysis to negotiations on trade liberalization and environmental protection.
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1 Introduction

Considerable controversy exists over what issues should and should not be included

in multilateral trade negotiations. Some US and European groups, for example,

want environmental and labor standards included with trade negotiations. Other

groups from these same countries want to link trade with investment liberalization

and intellectual-property protection. Some developing countries want competition

policy included with any negotiations on investment liberalization. Not surprisingly,

a linked negotiation desired by one group is often opposed by some other group; some

writers oppose any linkage (especially trade with environment/labor standards) “on

principle”. The latter see any European or US attempt to link trade and environ-

ment in negotiations with developing countries as morally wrong and simply assume

that the developing countries must be worse off with such a linkage (an assumption

generally shared by those developing countries).

How is one to assess the various arguments for and against linking? Two possible

approaches suggest themselves as useful ways to analyze this issue formally. One is to

investigate how treaties linking trade policies with other non-trade policy issues might

(or might not) constrain non-cooperative policy-setting behavior more than would
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trade treaties alone. Much of the existing work on linked treaties takes this approach.

The conclusions are decidedly mixed. Spagnolo (2000) argues that linking provides for

more efficient enforcement of agreements by permitting more severe punishments for

breaking the agreement. By contrast, Bagwell and Staiger (2001) argue that linking

negotiations on trade with ones on domestic standards provides no benefits that can’t

be obtained without linking. Conconi and Perroni (2002) show that linking may help

or hinder creation of a multilateral joint agreement on trade and the environment.

The alternative is to investigate how linking or not linking affects the actual treaty

negotiation process and so the sorts of agreements that are (or are not) reached. Here,

there are no formal analyses of the issues although Copeland and Taylor (1995) and

Abrego et al. (2001) suggest potential benefits from linking trade and environmental

treaties. This alternative approach is the one we adopt in this paper, providing

a bargaining-theoretic framework for understanding who gains and loses by linking

issues.1 The framework that we employ is purposely simple, considering a situation

in which there are two countries/trading blocs negotiating over two issues. The key

distinguishing feature of the two issues is that one of them is more important to

country 1 than to country 2 while the opposite is true for the other issue. This

feature generates a pattern of “comparative interest” for the two countries in the two

issues. This notion is analogous to Ricardian comparative advantage; it is somewhat

more complicated in that negative payoffs from a given issue are an important part of

the problem. With multiple issues, negotiations can involve either joint negotiations

over both issues,linked negotiations, or some form of separate negotiations on the
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issues, unlinked negotiations. We solve for the bargaining outcome in the linked

setting versus various unlinked settings and examine which party gains (and which,

if either, loses) from a given structure and on what this outcome depends.

Our analysis shows that a change in the bargaining structure from one in which

issues are negotiated in isolation to one in which they are negotiated jointly generates

gains for both countries under a wide range of circumstances. These include situations

in which one country cannot receive a positive payoff from one issue. This result means

that a country should not necessarily refuse to add an issue to the agenda just because

it cannot receive any positive payoff from that issue when viewed in isolation. Adding

this issue may allow the country to extract sufficient concessions from its negotiating

partner on the other issue as to make the country better off overall. It is only if

an issue yields the country an exceptionally large negative payoff, when viewed in

isolation, that it pays the country not to link issues.

The reason that both parties gain, in general, from linking in this situation is

much the same as the reason that trade benefits both countries in a Ricardian trade

model. Just as trade allows each country to exchange the good in which it has a

comparative advantage for the good in which it does not, linking allows each country

to trade concessions on the issue in which the country has a comparative disinterest for

concessions from its opponent on the issue in which it has a comparative interest. This

efficient trading of concessions is not possible if the issues are bargained independently.

As a result, just as with Ricardian trade, both parties gain from this efficient trading

process (via linking). Not linking only benefits a country if an issue yields a sufficiently

4



large negative payoff. In this case, not linking provides the country with a credible

commitment not to settle on this issue. This commitment is lost under linking.

We also examine an alternative notion of unlinked negotiations in which the coun-

tries bargain issues sequentially, not bargaining on the second issue until an agreement

on the first has been reached and implemented. Under this notion of unlinking, an

unlinked negotiation in which the issue that is bargained first is the one in which a

country has a comparative interest can be preferred by that country to a linked nego-

tiation. In this case, unlinking alters the relative bargaining costs of the two countries

in a such a way that the one country gains even relative to the linked bargain. By

contrast, the other country loses even in comparison to the completely separate ne-

gotiations. Among other things, this outcome points to the fact that, in discussing

linking versus not linking, one must be careful to consider what exactly is meant by

not linking.

Finally, to illustrate how our analysis can be applied in trade settings, we present

a model of trade and the environment reminiscent of the models of Copeland and

Taylor and Markusen (1975a; 1975b). The model is a numerical general equilibrium

trade model with a large, rich country and a small, poor country. The rich country

has monopoly power in trade and a (relatively) high valuation for environmental

quality. This feature gives the rich country a comparative interest in environmental

quality and a comparative disinterest in trade liberalization. For the poor country, it

is the opposite. The countries negotiate tariff reductions and pollution tax increases

from an initial point of Nash equilibrium tariffs/taxes. Using the results from our

5



bargaining analysis, we show that unlinked negotiations lead to no trade liberalization

nor additional pollution abatement. Linked negotiations, on the other hand, produce

liberalization to free trade and increased pollution abatement.

Our results carry a clear policy message. If the alternative to linked negotiations

is simultaneous but separate negotiations, then countries can generally benefit from

linking. In this case, it may well not pay a country to refuse to include an issue

in negotiations simply because the country cannot receive a positive payoff from

that issue (viewed in isolation). Inclusion of the issue allows for efficient trading of

concessions that can benefit all parties. If the alternative to linking is sequentially

separate negotiations — reach an agreement on trade first and only later negotiate

agricultural subsidies or the environment — then not linking may well benefit a country

if it can negotiate first on the issue in which it has a comparative interest. The

country’s negotiating partner should press for linked negotiations in this case.

2 A Stylized Model of Negotiations

Consider a situation in which there are two surpluses, S1 and S2, to be allocated

between two individuals, 1 and 2. The value of S2 is normalized to 1 while the value

of S1 is assumed equal to s with s > 0. The instantaneous utility functions for agents

1 and 2 are given by

U1 = b1sx+ (1− c2 − y) (1)

U2 = (s− c1 − sx) + b2y, (2)
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respectively, with x ∈ [0, 1] giving agent 1’s share of S1 and y ∈ [0, 1] giving agent

2’s share of S2.2 The preference parameters b1, b2 give, respectively, agent 1 and 2’s

valuations of S1 relative to S2. It is assumed that b1, b2 > 1, implying that agent

1’s marginal utility from S1 is greater than from S2 (1 prefers S1 to S2) while the

opposite is true for agent 2 (2 prefers S2 to S1). The parameters c1, c2 ≥ 0 represent

costs of creating S1 and S2. It is assumed that agent i bears the cost of creating the

surplus that i likes less (agent 1 bears the cost of creating S2 and agent 2 the cost of

creating S1). The reason for this specification is twofold. First, it guarantees that,

both on preference grounds and cost grounds, agent 1(2) prefers S1 to S2 (S2 to S1).

Second, it allows for the possibility that agent 1, for instance, might obtain negative

utility from the creation of a positive utility for agent 2. This outcome occurs if agent

2 gets more than the amount 1− c2 of S2.

This specification is meant to capture several features of trade negotiations. First,

in any negotiation, certain policies are more important to certain countries and less

important to others. In the Canada/US trade negotiations, for instance, Canada

attached greater value to free trade than did the US; the US, on the other hand,

attached far greater value to reform of foreign investment rules than did Canada.

Second, it’s possible that a country can make a sufficient concession on same trade

policy that, in the absence of any other changes, the country is worse off. Such is

presumably the case for developing countries conceding to strong intellectual property

protections under the WTO. The above specification captures both of these features

and allows us to analyze the ways in which trade negotiations are affected by them.
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Both objects are allocated via a bargaining process. Bargaining is modelled as a

non-cooperative, alternating offers game a la Rubinstein (1982). Both agents know

the values of S1 and S2 as well as the utility functions. Bargaining costs are modelled

as delay costs, with each agent discounting the future at a common, known rate δ.

The equilibrium notion is subgame perfect Nash.

Because there are two surpluses to be divided, a complete specification of the

game requires a specification of the bargaining agenda (the order in which issues are

bargained) and a rule for implementing agreements. The agenda and implementation

rule determine the sense in which issues are linked (or not linked). Initially, we

consider linked an unlinked structures in their starkest forms. Specifically, the linked

structure requires agents to bargain over the two surpluses together in the sense

that an offer under the linked structure is a pair [x, y] defining an allocation of both

surpluses. All offers must be of this form and an offer must either be accepted in its

entirety or rejected completely. An offer is implemented (allocations are made) as soon

as it is accepted. Until an agreement is reached (or if no agreement is ever reached),

the status quo point remains in effect with the utility for each agent normalized to

zero in this case.

Under the unlinked structure the agents operate two bargaining games, one for

the division of S1 (game G1) and one for the division of S2 (game G2). These games

are entirely separate in the sense that they operate simultaneously and there is no

possibility of trade-offs across games. Formally, under the unlinked structure, an offer

in G1 is a value x and an offer in G2 is a value y. An offer in G1 cannot be conditioned
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on the history in G2 and vice versa; the same is true for an accept/reject decision.

An agreement in either game is implemented as soon as it is reached in that game

and independent of events in the other game. As with the linked structure, until an

agreement is reached in a game (or if no agreement is ever reached) the status quo

point remains in effect with the utility for each agent normalized to zero.

The sense in which these two structures represent the extreme forms of linked

and unlinked bargaining structures is as follows. The linked structure permits the

agents to fully exploit the benefits from trading-off concessions on their less preferred

surplus for concessions by their opponent on the more preferred surplus. The trading

of concessions cannot be limited by the agents making offers on only one of the objects

or by accepting and implementing only part of an offer. The unlinked structure, by

contrast, allows no trading of concessions (nor any exploitation of the benefits from

so doing) as each surplus is bargained over separately and implemented separately.

In a subsequent section, we explore alternative notions of linking and unlink-

ing issues involving bargaining structures that incorporate partial restrictions on the

agents’ abilities to trade concessions. These agendas allow linked bargaining but with

partial offers (offers on only one of the two surpluses) that can be implemented im-

mediately should they be accepted. We also discuss ways to interpret these different

structures in terms of actual trade negotiations.
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3 Linked Versus Unlinked Negotiations

Consider, first, unlinked negotiations.3 The unlinked bargaining structure is equiva-

lent to two separate Rubinstein bargaining games (G1 and G2) with agent preferences

inG1 given by U1
1 = b1sx and U1

2 = s−c1−sx and those in G2 given by U2
1 = 1−c2−y

and U2
2 = b2y. It is well known that each of these games has a unique subgame perfect

equilibrium (SPE) and that, as δ → 1, the equilibrium utilities converge to the Nash

bargaining solution over the utility frontier for the given game. To facilitate compar-

isons between utilities under the linked and unlinked structures, we study only these

limiting equilibria and the corresponding utilities implied by the appropriate Nash

bargaining solution.

For the bargaining game G1, the Nash bargaining solution is defined by the max-

imum of 0 and the utilities given by the problem

max
u11,u

1
2

U1
1U

1
2 (3)

s.t. U1
1 = sb1 − b1(U

1
2 + c1)

Similarly, for G2, the Nash bargaining solution is the maximum of 0 and

max
u21,u

2
2

U2
1U

2
2 (4)

s.t. U 2
2 = b2 − b2(U

2
1 + c2).

The frontiers for these problems are represented in Figure 1 for the cases c1 = c2 = 0

and c1 > s, c2 > 1

In the bargain over S1, the limiting SPE yields utility for agent 1 given by U1
1 =
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max[0, .5b1(s− c1)] and utility for agent 2 of U1
2 = max[0, .5(s− c1)]. In the bargain

over S2, the limiting allocation yields utilities of U2
1 = max[0, .5(1 − c2)] and U2

2 =

max[0, .5b2(1 − c2)]. If c1 ≤ s and c2 ≤ 1, then total utility for agent 1 under the

unlinked agenda is then U1
1 + U2

1 ≡ Uu
1 = .5(sb1 − b1c1 + 1− c2) and for agent 2 it is

U1
2 + U2

2 ≡ Uu
2 = .5(b2 − b2c2 + s− c1). Utility for the other cost configurations can

be derived similarly.

Under the linked bargaining structure it can be shown that the bargaining game

is equivalent to one in which each player’s offer is a utility pair drawn from the utility

possibility frontier, UL. This frontier is defined by

max
x,y

U1 = b1sx+ 1− c2 − y

s.t. U2 = s− c1 − sx+ b2y = U,

and is illustrated in Figure 2 for the case c1, c2 = 0. The linked bargaining game has

a unique SPE whose limiting value as δ → 1 is the Nash bargaining solution over UL.

Because the utility frontier for S1 is everywhere steeper than that for S2, a point

on UL must have at least one agent obtaining all of the surplus preferred by that

agent (i.e., either agent 1 must at least have all of S1 or agent 2 at least have all of

S2). When both surpluses are allocated under the unlinked structure (which occurs if

s > c1 and 1 > c2), neither agent obtains all of either surplus. As a result, the utility

point under the unlinked structure must be strictly inside UL. In this case the linked

bargain must make at least one of the agents better off. The only question is whether

both are made better off. The following proposition provides conditions under which
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both agents are strictly better off from linking. The proof of the proposition is in the

Appendix.4 See Figure 3 for an illustration of the result.

Proposition 1 If s > c1 > 0 and 1 > c2 > 0, then the linked bargain yields strictly

higher utility for both agents relative to the unlinked bargain.

Several points about this result are worth noting. First, it’s important for the

result that b1, b2 6= 1; that is, it’s important that the agents have comparative interests

in different surpluses. Were b1, b2 = 1, then the unlinked bargain would also give a

point on the UL. Specifically, it would give the point U1 = U2 = .5(1 + s− c2 − c1).

Since the slope of the utility frontier is 1 in this case, the linked and unlinked bargains

give the same outcome. That b1, b2 6= 1 (there are differing interests) means that the

unlinked bargain puts the agents strictly interior to the utility space of the linked

bargain. In this case, linking produces utility gains for both agents by allowing an

efficient allocation of the goods (as long as the transfer costs are not too large).

In a similar vein, it is important that c1, c2 6= 0. Positive costs mean that the

unlinked bargain produces an additional misallocation due to agent i having to give

j some of the surplus that i prefers simply to induce j to participate at all in the

unlinked bargain. More concretely, consider the bargain over S2 in the unlinked case.

In this bargain, agent 1 has zero cost of making a counteroffer unless he obtains at

least c2 units of S2. This fact gives 1 extra bargaining power (relative to the case

in which c1 = 0 ) and so 1 extracts more S2 (the good that 2 prefers). The linked

agenda allows 2 to compensate 1 for the cost c2 through S1 (and similarly allows 1 to
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compensate 2 for c1 through S2) and so provides an additional efficiency gain.

It is less important that net surplus is always positive (s > c1 and 1 > c2). Linking

can still benefit both agents even when s ≤ c1 and 1 ≤ c2. The application in Section

5 provides an example. Only if the cost of creating a given surplus is sufficiently

large will the unlinked structure be preferred by one of the agents to linking. To see

the reason, consider the situation in which that c2 > 1 while c1 < s. In this case

the unlinked structure results in S2 not being allocated, with a cost saving to agent

1 of c2. With the linked structure, agent 1 gives up the ability to refuse to allocate

S2. While agent 1 can be compensated for c2 through a larger share of S1 in the

linked structure (the benefit of the linked structure over the unlinked one), c2 may

be sufficiently large that agent 1 is still made worse off by linking. The following

proposition defines conditions under which agent 1 loses from linking.5

Proposition 2 Suppose that c2 > 1 and 0 < c1 < s < 2c2/b1 − c1. If, in addition,

c1(b1−1/b2) < c2−1 < .5(s+c1)(b1−1/b2), then agent 1 prefers the unlinked structure

to the linked while agent 2 prefers the linked structure to the unlinked.

The situation described in the proposition is depicted in Figure 4. Note in the

figure that the utility frontier for the linked structure intersects the U1-axis below the

intersection point of the utility frontier for the unlinked structure. This outcome is

the implication of the condition c1(b1 − 1/b2) < c2 − 1 and means that, as measured

by the maximum payoff attainable by agent 1, linking is detrimental to 1. Note also

that the utility pair under the unlinked structure lies inside the utility frontier of the
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linked structure. Under the assumption that s is small relative to c2 (s < 2c2/b1−c1),

this utility outcome is implied by the condition c2 − 1 < .5(s + c1)(b1 − 1/b2) and

means that at least one of the agents must gain from linking. Combined, these three

conditions mean that the bargaining solution for the linked structure yields agent 1

less utility and agent 2 more utility than under the unlinked structure.6

To sum up, as long as it is feasible for bargaining to generates gains, relative to the

status quo, for both agents on both surpluses, then both agents benefit from having a

linked structure. For cases in which neither agent can possibly gain from the bargain

over the issue in which that agent has a comparative disinterest, the linked structure

may still benefit both agents. It is only when the potential loss to an agent on a given

issue is sufficiently large that the agent benefits from the unlinked structure. In this

case, unlinking allows the agent to credibly commit to not moving from the status

quo. It does so by allowing the agent to delay indefinitely agreement on the issue.

By linking, the agent gives up this commitment since delaying agreement indefinitely

delays agreement on both issues. As a result, in spite of the efficiency gains from

linking, the agent can be worse off with a linked structure. This outcome occurs

when the issue in which the agent has a comparative interest is small relative to the

cost associated with the issue in which he has a comparative disinterest.

4 An Alternative Unlinked Structure

The two bargaining structures above place linked and unlinked bargaining in partic-

ularly stark contrast. Unlinked bargaining allows no efficient trade-off of surpluses
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while linked bargaining permits full exploitation of such trade-offs. Other bargaining

structures are possible, even in this simple setting, that permit alternative characteri-

zations of linked/unlinked bargaining. We examine these structures here and provide

a comparison with the above results on the gains from linking.7

The additional bargaining structures available in this setting are ones in which

issues can be bargained sequentially and implementation of an agreement on one

issue is linked in various ways to whether or not agreement has been reached on

the other issue. Essentially, three additional structures are available: 1) The agents

bargain only on S1 and once agreement has been reached on S1 bargain on S2. The

agreement on S1 is binding (in the sense that it can’t later be re-opened) and is

implemented at a fixed date whether or not agreement is ever reached on S2. 2) The

agents bargain only on S2 and once agreement has been reached on S2 bargain on

S1. The agreement on S2 is binding and is implemented at a fixed date whether or

not agreement is ever reached on S1. 3) The agents bargain only on S1 (S2) and

once agreement is reached on that surplus bargain on S2 (S1). The agreement on S1

(S2) is binding but is only implemented once agreement has been reached on S2 (S1).

Fershtman (1990) has shown that, unless the two surpluses are of very different sizes,

procedure 3 generates the same outcome as the linked bargain as δ → 1. In this case,

then, there are basically two other structures (1 and 2 above), each with a sequential

(implement as agreement is reached) implementation rule.

These two structures, which we refer to as sequentially unlinked structures, pro-

vide an alternative notion of unlinked bargaining. In these cases, the bargaining is
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unlinked in two senses. First, implementation of an agreement on the first surplus

is independent of whether or not agreement is ever reached on the second. This is

as in the unlinked structure above and in contrast to the linked structure. Second,

because of this implementation rule, bargaining on the second surplus is unaffected

by any agreement on the first. Again, this is as in the unlinked structure above.

This structure is different from the unlinked structure because bargaining on the

second surplus only commences once agreement has been reached on the first. As

a result, the bargained outcome on the first surplus depends on the agreement that

will be reached on the second surplus. This fact means that there is some scope

for efficient trade-offs under this structure not available under the above unlinked

structure. As a result, these sequentially unlinked structures yield different outcomes

from the previous unlinked structure.

Under this sequential notion, unlinked trade negotiations are ones that delay nego-

tiation on certain issues until agreements on others have been reached. For instance,

negotiations on agricultural subsidies are delayed until agreement has already been

reached on intellectual property issues. Alternatively, negotiations on environmental

issues are delayed until agreement had been reached on free trade. What are the

benefits of structuring negotiations in this way?

To answer this question we need to determine the bargained outcome under the

sequential structure and compare utilities to those under the linked an unlinked

structures? To get some sense of the comparisons consider, first, the case in which

c1 = c2 = 0 and consider the structure S1 then S2. Once agreement is reached on S1,
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the bargain on S2 has no impact on the utility that agents receive from the S1 agree-

ment: the agreement is binding and the allocation of S1 is made upon agreement.

As a result, the bargain on S2 is as under the unlinked structure, with the limiting

allocation being y = .5 and the limiting utilities from S2 being U1 = .5, U2 = .5b2.

The bargain on S1 is different from the unlinked structure due to the sequential

nature of the bargaining here: bargaining doesn’t begin on S2 until agreement is

reached on S1. The sequential structure means that failure to reach agreement on S1

delays agreement on (and consumption of) S2. As a result, both agents bear a utility

cost from continued bargaining on S1 that reflects their valuations of both S1 and S2.

Under the unlinked structure, by contrast, the utility cost of continued bargaining

on S1 reflects only the agents’ valuations of S1. It is shown in the Appendix that,

as long as b2 > s + 1
b1
, the relative bargaining costs under the sequentially unlinked

structure are such that agent 1 obtains all of S1. In this case, the sequentially unlinked

structure yields agents a utility point on the frontier of the utility possibility set, UL,

given by Us1
1 = sb1 + .5, Us1

2 = .5b2.

How does this outcome compare to that of the linked and unlinked structures?

For this case, the linked structure outcome has agent 1 getting all of S1 and agent 2

all of S2, yielding utilities U l
1 = sb1, U

l
2 = b2. The unlinked structure gives utilities

Uu
1 = .5sb1 + .5, Uu

2 = .5b2 + .5s. Clearly, agent 1 prefers the sequentially unlinked

structure to the linked structure (Us1
1 > U l

1 > Uu
1 ) while agent 2 finds the sequentially

unlinked structure worst of all (Us1
2 < Uu

2 < U l
2).

A similar analysis can be performed for the structure S2 then S1. As long as
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b1 > 1
s
+ 1

b2
, the outcome again will be on the utility frontier with agent 2 getting

all of S2 and half of S1. The utilities for the two agents for this structure are Us2
1 =

.5sb1, U
s2
2 = b2+ .5s. In this case, agent 2 prefers this sequentially unlinked structure

to all others while agent 1 finds this structure worse than even the unlinked structure.

So we have:

Proposition 3 Suppose that i) c1 = c2 = 0 and ii) b1 > 1
s
+ 1

b2
, b2 > s + 1

b1
, then

agent 1(2) prefers the sequentially unlinked structure S1 then S2 (S2 then S1) to all

other bargaining structures. Agent 2(1) finds the sequentially unlinked structure S1

then S2 (S2 then S1) worse than the unlinked structure.

The intuition for this result can be found in the way that the various structures

affect the agents’ relative bargaining costs. Under the linked structure, agent 1 finds

it costly to hold out for a positive share of S2 since doing so delays agreement on (and

consumption of) S1, the surplus 1 prefers. Similarly, 2 finds it costly to hold out for a

positive share of S1 since doing so delays agreement on (and consumption of) S2, the

surplus 2 prefers. The result is that each agent obtains all of the surplus that that

agent prefers and none of the other surplus.

In the sequentially unlinked structure S1 then S2, 1 has already obtained his

allocation of S1 before bargaining on S2 begins. As a result, it is now cheap for 1 to

hold out for a share of S2 since doing so doesn’t delay consumption of S1. In essence,

1’s bargaining costs on S2 are now low relative to 2’s and so 1 obtains a positive

share of S2. In the prior bargain over S1, the agents’ relative bargaining costs are not
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much changed from the linked bargain: it’s relatively costly for 1 to concede some of

S1 since this surplus is the one that 1 prefers and 2’s holding out for a large share

of S1 continues to delay agreement on S2. Overall, then, the sequentially unlinked

structure S1 then S2 lowers 1’s bargaining costs relative to 2’s and so puts one in

a favorable bargaining position relative to the linked structure. Two is damaged

both relative to the linked structure and the unlinked structure since 2 continues to

concede on S1 because not doing so delays agreement on S2 (which is not so in the

unlinked structure). Analogous arguments explain 2’s preference (and 1’s dislike) for

the structure S2 then S1.

When c1, c2 > 0, the sequentially unlinked structure inherits some of the same

inefficiency properties that the unlinked structure has. Specifically, an agent is com-

pensated for the cost of creating a given surplus directly from that surplus rather than

indirectly from the surplus that the agent prefers more. If costs are large enough,

this inefficiency can result in an agent preferring the linked structure to that agent’s

favored sequentially unlinked structure.8

Positive costs do not reverse agent preferences regarding the unlinked and se-

quentially unlinked structures, however (see the Appendix for a proof). Specifically,

agent 1 always (weakly) prefers the sequentially unlinked structure S1 then S2 to the

unlinked structure while agent 2’s preferences are the opposite. Similarly, agent 2

prefers the sequentially unlinked structure S2 then S1 to the unlinked structure while

agent 1’s preferences are the opposite. The reasons are as above. In particular, both

sorts of unlinked structures suffer from the same inefficiencies that arise when costs
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are positive but the sequentially unlinked structure alters relative bargaining costs in

a way that is favorable to one agent and unfavorable to the other.

Proposition 4 If s ≥ c1 > 0, 1 ≥ c2 > 0, then agent 1(2) (weakly) prefers the

sequentially unlinked structure S1 then S2 (S2 then S1) to the unlinked structure.

Agent 2(1) finds the sequentially unlinked structure S1 then S2 (S2 then S1) (weakly)

worse than the unlinked structure.

5 Application: Negotiating Trade Liberalization
and Environmental Protection

The results in the preceding section were derived from a highly stylized bargaining

model. To demonstrate the relevance of our analysis to actual trade settings, we

provide in this section an application of our methodology to negotiations on trade

liberalization and environmental policy. The analysis of the negotiation problem is

framed within a numerical general-equilibrium model motivated by the trade and

environment model of Copeland and Taylor and the earlier work of Markusen. The

model captures the essence of these papers and has the crucial feature of our theory:

there is a pattern of comparative interest in the two issues at stake which permits

gains from linking.

The model is, in most respects, a standard two-good, two-factor, two-country

Heckscher-Ohlin model. It differs from Copeland and Taylor in one significant way:

goods are not distinguished as clean or dirty and so countries have no comparative

advantage in a clean or dirty good. This assumption serves to separate the environ-
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mental problem from the protection issue and so keep the model closer in spirit to

the analysis of the preceding section. The specifics of the model are listed below:

1. There are two countries, h and f . Country h is four times the size of country f

as measured by income in a free-trade equilibrium.

2. Country h exports X, the capital intensive good and country f exports Y , the

labor intensive good.

3. Preferences in the two countries are Cobb-Douglas and defined over X,Y and

environmental quality. The latter is exogenous to the individual consumer.

Preferences over X and Y are identical across countries so that, at identical

(free trade) prices, consumers purchase X and Y in the same proportion in the

two countries.

4. Environmental quality is a pure pubic good across and within countries. In

alternative terminology, pollution is perfectly trans-border.

5. Consumers in the two countries attach different relative values to private con-

sumption and environmental quality. Consumers in the big/rich country (h)

have a value share on environment that is five times that in the small/poor

country (f). Although preferences are homogeneous, we could think of this

assumption as approximating a situation in which the country-size difference

is purely in per-capita income and environmental quality has a high income-

elasticity of demand.
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6. The level of environmental quality or pollution does not vary directly with the

composition of production: the amount of pollution produced at any point on

a country’s production possibility frontier is the same. This assumption neu-

tralizes any issues concerning whether a country has a comparative advantage

in clean or dirty goods.

7. There is a production activity, called abatement, which uses goods X and Y in

the same Cobb-Douglas proportions as those used to generate utility. In other

words, the subutility "good" produced from X and Y is the sole input into

abatement. As in the case of item 6, this assumption removes any "comparative

advantage" in the abatement activity.

8. Each country has two tax instruments: i) They can impose an import tariff

where the revenue is lump-sum redistributed to the representative consumer

and ii) they can impose a uniform consumption tax on X and Y to generate

revenue to pay for the abatement activity.

Note that, as a consequence of item 6, Pareto optimality in the world economy

involves free trade: departures from free trade only reduce the value of private con-

sumption without affecting environmental quality. Item 7, combined with the as-

sumptions that the abatement production function is the same in the two countries

and that pollution is a pure international public good, implies that Pareto optimality

in the world economy should involve equal consumption taxes so that the marginal

cost of abatement is the same in the two countries.
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To analyze the negotiated outcome in the above model under the linked versus

unlinked structures, we first need to define a status quo point. We assume that

this point is given by the Nash equilibrium tariffs and abatement taxes for the two

countries. To find these values, the above model is coded in Rutherford’s MPS/GE

language into GAMS. The model is calibrated to initial values for free trade and no

abatement taxes and a replication check is run to see that the model reproduces the

benchmark values. The calibrated model is then run over a grid of tariff values for

the two countries to find the Nash equilibrium tariff rates. These tariffs are 140% for

the large country (h) and 10% for the small country (f). This qualitative difference is

anticipated from theory due to the differences in country size, although theory cannot

predict the size of the difference.

We also do a grid search over environmental taxes using the above tariff values

to find Nash equilibrium abatement taxes. These are 20% for country h and 0%

for country f , reflecting their different valuations of environmental quality. Any

tax imposed by country f primarily benefits country h and so f ’s optimal (Nash

equilibrium) tax is zero. Finally, we rerun the model with these abatement taxes to

see if the tariff rates are still Nash rates and indeed they are (at least for the grid steps

used, 5% for country h and 2% for country f). Thus we have a full Nash equilibrium

in two policy instruments where country h has a tariff of 140% and an abatement

tax of 20%, and country f has a tariff of 10% and an abatement tax of 0%. These

taxes define the status quo taxes; we re-normalize utility at this point to 0 for each

country. Figure 5 gives the status quo at the origin, with the welfare of country f on
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the vertical axis and that of country h on the horizontal axis.

To analyze the outcome of trade negotiations for this model, one needs to take a

stand on two issues: i) the feasible proposals for tariff reductions and abatement tax

increases and ii) the assumed values of abatement taxes (tariffs) in the negotiation

over tariffs (abatement taxes) in the unlinked structure. For tariffs, we assume that

countries consider equal proportional reductions in their tariffs until free trade is

reached. In the unlinked structure, this is done assuming that abatement taxes are

fixed at their Nash levels. Repeatedly solving the model in steps of equal proportional

reductions until free trade is reached, we obtain the payoff frontier for the tariff

negotiations under the unlinked structure. This frontier is depicted in Figure 5 at the

left of the diagram. Country h is worse off in free trade than in the Nash equilibrium,

an outcome predicted for a large country by Johnson (1954), and consistent with

US-Canada results found in Markusen and Wigle (1990).

It is a little more arbitrary how to think about bargaining in the pollution abate-

ment game. Experiments with the model indicate that increasing equal tax rates

beyond 30% makes both countries worse off (private consumption losses exceed im-

proved environmental quality). We then start at the Nash equilibrium and increase

the taxes in steps until both countries are at 30% (so in 10 steps, each step is 1% for

country h and 3% for country f). Doing so generates the payoff frontier for the abate-

ment negotiations under the unlinked structure. This frontier is given by the lower

frontier in Figure 5. Because of its low valuation for quality and small size (most

benefits going to country h), country f is always worse off and its losses increase
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monotonically with the tax rates.

Our trade model generates features at the heart of this paper: each country has

a comparative interest in one issue and each can only lose from any agreement on

its other issue. For this case, the analysis in the previous section reveals that the

unlinked structure produces no movement from the status quo point: there is no

trade liberalization nor any movement on environmental protection.9 The same is true

under a sequentially unlinked structure. For this case, trade liberalization requires

linking the negotiations to pollution abatement.

If we ignore general equilibrium interdependencies for a moment, we can construct

a utility frontier for the case in which tariffs and abatement taxes are negotiated

together. This frontier is shown in Figure 5, where the "kink" is free trade and

both countries imposing abatement taxes of 30%. This frontier is an approximation

to the actual frontier under the linked structure and reveals that, by linking trade

liberalization to pollution restrictions, both countries can be better off. The frontier

that includes general equilibrium effects, and so is the actual frontier for the linked

structure, lies outside this frontier and is labelled “GE outcomes” in Figure 5. Again,

this frontier indicates that both countries are made better off by a linked structure.

6 Summary and Conclusions

In this paper we have explored the potential benefits (and costs) of linking agreements

on trade with agreements on other, non-trade issues. Our analysis suggests that

linking may well be a virtue rather than a vice. By linking, a country can extract
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concessions from its negotiating partners on an issue of importance to that country

in exchange for concessions on issues of importance to its partners. This efficient

trading of concessions can be beneficial to a country even in circumstances in which

the linked issue, when viewed in isolation, has negative marginal value to the country.

The US-Canada free trade negotiations and later the NAFTA negotiations may

provide an example of just this point. The US wanted to provide tough provisions on

services and investment while Canada preferred to stick with goods only. If Canada

and Mexico had not agreed to include services and investment, our guess is that the

negotiations would have failed since there was little support (rightly or wrongly) in

the US for trade in goods, especially with Mexico. By agreeing to include issues in

which Mexico and Canada perceived (rightly or wrongly) that they had nothing to

gain, these two countries improved their welfare through trade concessions that were

worth more than what they gave up on services and investment.

When linking is not beneficial to a country it is either because the linked issue has

very large (relative to other issues) negative value or because the country can gain

by bargaining issues sequentially. In this latter case, sequential bargaining beginning

with the issue of importance to the country alters relative bargaining costs in a way

that makes the country better off. This result may explain why the EU wishes to delay

negotiations on agriculture or why developing countries prefer to delay environmental

agreements until after agreements on free trade have been reached.

We note in closing that unanswered here is how the bargaining structure is deter-

mined. One possible answer is that it too is subject to negotiation.10 Alternatively,
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it may be that these structures have been institutionalized through international

arrangements or organizations. In this case, the analysis above will be useful for

understanding these institutions and for determining who gains and loses from them.
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7 Appendix

For Proposition 1, the structure of the proof is as follows. Since s > c1 and 1 >

c2, both surpluses are allocated under the unlinked structure. This allocation is

necessarily inefficient (lies in the interior of UL) since neither agent obtains all of the

surplus preferred by that agent. As a result, at least one of the 2 agents must gain

from linking. To prove that both gain (at least weakly) from linking, we show that i)

no point on UL yielding agent 2 less utility than under the unlinked structure can be

a Nash bargaining solution over UL and ii) no point yielding agent 1 less utility than

under the unlinked structure can be a Nash bargaining solution over UL.

To demonstrate these points, we consider the point on UL that gives agent 2 the

same utility as under the unlinked structure. We then compare the ratio of the agents’

utilities to the slope of the utility frontier at this point and show that the ratio of

utilities is greater or equal to (the absolute value of) the slope of UL. This fact implies

that the Nash bargaining solution over UL must give agent 2 at least as much utility

as the unlinked structure. Analogously, we fix the point on UL that gives agent 1 the

same utility as under the unlinked structure and compare the ratio of utilities to the

slope at this point. Again we show that this ratio is less or equal to (the absolute

value of) the slope of UL at this point, implying that the Nash bargaining solution

over UL must give agent 1 at least as much utility as the unlinked structure.

As a preliminary to proving the propositions, we provide the simple algebra for

determining the points in UL that yield utility equal to that from the unlinked struc-
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ture. Suppose that agent 2’s utility is to be set at Uu
2 = .5[b2(1 − c2) + s − c1] (2’s

utility in the unlinked game). Note that, were 2 to obtain all of S2 and 1 all of S1,

then 2’s utility would be U2 = b2 − c1. If .5[b2(1 − c2) + s − c1] < b2 − c1, then 2’s

unlinked utility can be achieved by an allocation that gives 1 all of S1 and some share

of S2. The previous inequality is satisfied if 1− c2 < 2− (s+ c1)/b2. Agent 1’s utility

in this case can be found by solving for the value of y that yields agent 2 his unlinked

utility. This value is defined by the equation b2y − c1 = .5[b2(1 − c2) + s − c1]; or

y = .5(1−c2)+.5(s+c1)/b2. Substituting this value of y into agent 1’s utility function

yields U 0
1 = b1s+ .5(1− c2)− .5(s+ c1)/b2. Since 1 has all of S1 and some S2, we are

on that part of the utility frontier that is to the left of the kink. The slope there is

−1/b2; 2 gains under the linked structure if U 0
1/U

u
2 > 1/b2.

If, by contrast, 1− c2 > 2− (s+ c1)/b2, then agent 2 must get all of S2 and some

share of S1 in order to achieve his unlinked utility. Now we solve for the value of x

that gives agent 2 this utility level. In this case the reference utility point is to the

right of the kink, so that the slope of the utility frontier is −b1.

For the case in which we want to fix agent 1’s utility at his unlinked level, Uu
1 =

.5[b1(s − c1) + 1 − c2], we proceed similarly. In particular, suppose we give all of S2

to agent 2 and all of S1 to agent 1. Then 1’s utility is U1 = sb1− c2. If .5[b1(s− c1)+

1 − c2] < sb1 − c2, then we can give 1 his unlinked utility by giving 2 all of S2 and

some share of S1. This inequality is satisfied if s− c1 < 2s − (1 + c2)/b1. Agent 2’s

utility in this case can be found by solving for the value of x that yields 1 his unlinked

utility. This value is defined by the equation .5[b1(s − c1) + 1 − c2] = sb1x − c2; or
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x = .5[b1(s − c1) + 1 + c2]/sb1. Substituting this value of x into 2’s utility function

yields U 0
2 = b2+ .5(s− c1)− .5(1+ c2)/b1. Since 2 has all of S2 and part of S1, we are

on the part of the utility frontier that is to the right of the kink. The slope there is

b1; 1 gains under linking if Uu
1 /U

0
2 < b1. The case in which s− c1 > 2s− (1 + c2)/b1

is determined analogously.

We prove here a slightly more general Proposition, which contains the result in

Proposition 1 in the text.

Proposition 5 If s > c1 > 0 and 1 > c2 > 0, then the linked bargain yields strictly

higher utility for both agents relative to the unlinked bargain. If c2 = 0 and s > b2−c1

then agent 1’s utility strictly increases under the linked bargain while agent 2’s utility

is unchanged; if c1 = 0 and 1 > sb1 − c2 then 2’s utility strictly increases while 1’s

utility is unchanged.

Proof: Under separate negotiations, Uu
1 = .5[b1(s−c1)+1−c2] and Uu

2 = .5[b2(1−c2)+

s−c1]. Fixing agent 2’s utility at Uu
2 = .5[b2(1−c2)+s−c1], if 1−c2 < 2−(s+c1)/b2,

then agent 1 gets all of S1 and some share of S2. Agent 1’s utility is given by U 0
1 =

b1s+.5(1−c2)+.5(s+c1)/b2. Also, the slope of the utility frontier at this point is 1/b2.

From above, what we need to check is that
1

b2
≤ U 0

1/U
u
2 =

2b1s+ 1− c2 − (s+ c1)/b2
b2(1− c2) + s− c1

.

This inequality is satisfied strictly if 2s(b1b2 − 1) > 0, which it is since b1, b2 > 1. In

this case, then, agent 2 strictly gains from linking.

If 1 − c2 > 2 − (s + c1)/b2, then agent 1 gets none of S2 and only some share

of S1. Agent 1’s utility is given by U 0
1 = .5[b1(s − c1) + b1b2(1 + c2)] − c2. Also,
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the slope of the utility frontier is b1. Now we need to check that b1 ≤ U 0
1/U

u
2 =

b1(s− c1) + b2b1(1 + c2)− 2c2
b2(1− c2) + s− c1

. This inequality is satisfied if 2c2(b1b2 − 1) ≥ 0. If

c2 > 0 then the inequality is satisfied strictly since b1, b2 > 1; if c2 = 0 then there is

strict equality and agent 2 achieves the same utility as in the unlinked case. Since at

least one agent must gain from linking, in this case agent 1 gets all of the gains. Note

that, in this case, the condition 1− c2 > 2− (s+ c1)/b2 specializes to s > b2− c1, the

condition of our Proposition.

Now, fixing agent 1’s utility at Uu
1 = .5[b1(s−c1)+1−c2], if s−c1 < 2s−(1+c2)/b1,

then agent 2 gets all of S2 and some share of S1. Agent 2’s utility is given by

U 0
2 = b2+.5(s−c1)− .5(1+c2)/b1. Also, the slope of the utility frontier at this point is

b1. From above, we need to check here that b1 ≥ Uu
1 /U

0
2 =

b1(s− c1) + 1− c2
2b2 − (1 + c2)/b1 + s− c1

.

This inequality is satisfied if 2(b1b2 − 1) > 0, which it is since b1, b2 > 1. In this case,

agent 1 strictly gains from linking.

If s− c1 > 2s− (1 + c2)/b1, then agent 2 gets none of S1 and only some share of

S2. In this case, 2’s utility is given by U 0
2 = .5[b1b2(s + c1) + b2(1 − c2)] − c1. Also,

the slope of the utility frontier at this point is 1/b2. From above, we need to check

here again that 1/b2 ≥ Uu
1 /U

0
2 =

b1(s− c1) + 1− c2
b1b2(s+ c1) + b2(1− c2)− 2c1 . This inequality is

satisfied if 2c1(b1b2 − 1) ≥ 0. If c1 6= 0, then this inequality is satisfied strictly (since

b1, b2 > 1) and agent 1 is strictly better off; if c1 = 0, then there is strict equality and

agent 1 achieves the same utility as under the unlinked structure (agent 2 gets all of

the gains). In this latter case, the condition s − c1 > 2s − (1 + c2)/b1 specializes to

1 > sb1 − c2, the condition in our Proposition. qed
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Proof of Proposition 2: Under the assumptions of the proposition, only S1 is

allocated under the unlinked structure. The utilities of agents 1 and 2 are Uu
1 =

.5b1(s− c1) and Uu
2 = .5(s− c1) respectively. With c2 > 1, it may not be efficient to

allocate both surpluses; as a result, the point (Uu
1 , U

u
2 ) need not lie in the interior of

the utility possibility set. To check this, we need only check whether there is a point

on UL that yields agent 1 utility Uu
1 and agent 2 utility greater than Uu

2 .

Consider an allocation that gives all of S1 and a share 1− y0 of S2 to agent 1 and

that yields 1 utility of Uu
1 . The value of y

0 under this allocation is the solution to the

equation b1s+ 1− c2 − y0 = .5b1(s− c1) and is given by y0 = .5b1(s+ c1) + 1− c2. If

y0 ∈ (0, 1), then this allocation gives the point on UL yielding agent 1 the same utility

as under the unlinked structure. The value of y0 lies on (0, 1) if s+2/b1 > 2c2/b1−c1 >

s. The second inequality is satisfied by our assumption on s; the assumption that

c1(b1−1/b2) < c2−1 < .5(s+c1)(b1−1/b2) implies that the first inequality is satisfied.

Agent 2’s utility at this point is U 0
2 = b2y

0 − c1 and this utility is larger than Uu
2 as

long as (1 − c2) + .5(s + c1)(b1 − 1/b2) > 0. Therefore, under the conditions of the

proposition, the point (Uu
1 , U

u
2 ) lies in the in the interior of the utility set and so the

linked structure must make at least one agent better off.

To conclude the proof, we need only show that agent 1 is made worse off. Since

the point on UL yielding 1 the same utility as under the unlinked structure lies to the

left of the kink, 1 is worse off if 1/b2 < Uu
1 /U

0
2. This inequality is satisfied as long as

1− c2 + c1(b1 − 1/b2) < 0. qed

Derivation of bargained outcome for S1 in structure S1 then S2:
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Let (x∗s, x
∗∗
s ) be the offers on S1 by agents 1 and 2 respectively in this sequential

game. Then, the conditions defining equilibrium are:11

s(1− x∗s) = s(1− x∗∗s )− (1− δ)[s(1− x∗∗s ) + δb2]

b1sx
∗∗
s = b1sx

∗
s − (1− δ)(b1sx

∗
s + δ).

The limiting equilibrium is given by an appropriately defined Nash bargaining solu-

tion. From the above, this solution is given by the condition

b1 ≥ sb1xs + 1

s(1− xs) + b2
,

where the inequality allows for the fact that the solution may be a corner solution in

which xs = 1. It can be checked that, if b2 > s+ 1
b1
, the outcome is a corner solution.

Proof of Proposition 4: Consider the sequentially unlinked structure S1 then S2.

If bargaining proceeds to S2, then since 1 ≥ c2, each agent obtains net share .5(1−c2).

Should agreement be reached on S1, the conditions defining the equilibrium offers,

(x∗s, x
∗∗
s ), are:

s(1− x∗s)− c1 + δb2(1− c2)/(1 + δ) = δ[s(1− x∗∗s )− c1 + δ2b2(1− c2)/(1 + δ)]

b1sx
∗∗
s + δ(1− c2)/(1 + δ) = δ[b1sx

∗
s + δ2(1− c2)/(1 + δ)].

Solving these equations for (x∗s, x
∗∗
s ) and taking the limit as δ → 1, we obtain that

agent 1’s share of S1 is given as

xs = .5[s− c1 + b2(1− c2)]/s− .5(1− c2)/b1s.

Agent 1’s share of S1 under the unlinked structure is .5(s − c1)/s. Since s ≥ c1,

1 ≥ c2, 1’s share is at least as large under this sequentially unlinked structure as
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long as .5[b2b1(1 − c2) − 1 − c2] ≥ 0, which it is since b2, b1 > 1. Since 1 obtains

the same net share of S2 under both structures, 1 weakly prefers this sequentially

unlinked structure to the unlinked one as long as agreement is reached on S1 in

the sequentially unlinked case. Similarly, since agent 2 obtains a smaller share of

S1 under this sequentially unlinked structure and the same share of S2, 2 weakly

prefers the unlinked structure to this sequentially unlinked one as long as agreement

is reached in the sequentially unlinked case. Agreement will be reached on S1 as long

as agent 2 obtains non-negative utility (agent 2 can always guarantee zero utility by

never agreeing in the bargain on S1). Agent 2’s utility from the above agreement is

.5(s− c1) + .5(1− c2)/b1 > 0 and so agreement is reached on S1.

An analogous argument applies for the comparison of the sequentially unlinked

structure S2 then S1 and the unlinked structure. qed

35



Endnotes

1. Our analysis draws on but also advances previous theoretical work on multiple issue

bargaining. See especially, Busch and Horstmann (1997; 1999) and Inderst (2000)).

2. In these functions, units of measurement for S1 and S2 are also chosen so that 2’s

marginal utility from S1 and 1’s marginal utility from S2 are both one.

3. The analysis here, and in what follows, shares similarities with work by Horn and

Wolinsky (1988) and Jun (1989) in a labor union context. These papers examine

whether two distinct sets of workers would prefer to bargain with a single employer

as a joint union or two separate unions. Because each worker group only cares about

wages to that group, joint versus separate negotiations comes down to a matter of how

each structure affects a given groups threat point in bargaining. Here, by contrast,

an agent’s choice between linked and unlinked agendas comes down to the way that

each agenda allows trade-offs across issues and how each affects an agent’s bargaining

costs.

4. This result is a generalization of one in Inderst.

5. An analogous result can be derived for the case in which linking makes agent 2

worse off.

6. Intuitively, what happens in this case is that s is sufficiently small relative to c2 that

the linked structure can provide agent 1 with the same utility level as the unlinked

structure only if linking allocates all of S1 and some share of S2 to agent 1. In this

case, the only gain to linking for 1 is that he can efficiently compensate agent 2 for c1

through S2. This efficiency gain is given by the expression c1(b1 − 1/b2). The gross
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surplus that 1 loses from linking is given by 1− c2. With 1− c2 + c1(b1 − 1/b2) < 0,

agent 1 loses from linking.

7. The analysis in this section draws heavily on previous work by Busch and Horstmann.

8. Just as an example, if c2 ≥ 1, then the sequentially unlinked structure in which S1

is bargained first yields exactly the same allocation as the unlinked structure. The

same is true of the sequential structure in which S2 is bargained first when c1 ≥ s. In

such cases the linked structure can dominate the unlinked structure and as a result,

various sequentially unlinked structures.

9. Note that the assumption underlying this outcome — in each separate bargain, the

level of the other tax is its status quo value — is consistent with the equilibrium.

10. This is the approach taken in Busch and Horstmann (1999).

11. The structure of offers and counteroffers assumed here is that, if bargaining on

S1 ends with agent 1 accepting an offer from agent 2, then agent 1 makes the first

offer on S2. Similarly, if bargaining on S1 ends with 2 accepting an offer from 1, then

2 makes the first offer on S2.
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Game 1:  slope =  -b1

U1

U2

Figure 1:  Two symmetric games

 sb1

      1

  s b2

Game 2:  slope =  -1/b2

  no costs c (ci = 0)

Notation:   U1  =  sb1  -  b1U2       game 1
                  U2  =   b2  -  b2U1     game 2

   s - c1-c1

b2

     1 - c2

-c2
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Game 1

Game 2

  large costs   
c1 > s, c2 > 1
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Game 2

Payoff frontier in the  linked game

Equilibrium in the 
Linked game

Total payoffs from the two 
unlinked games
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Figure 2:  Payoff frontier in the linked game



Minimum payoff to player 1 in 
the linked game:

Sum of payoffs to player 1
in the two unlinked games

Minimum Difference

Game 1

Game 2

U1

Figure 3:  Geometric interpretation and proof of Proposition 1
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Game 1

Game 2

Payoff frontier in the  linked 
game

Equilibrium in the 
Linked game

Total payoffs from the two unlinked games 
(player 1 refuses to play game 2)

U1

U2

Figure 4:  Linking worsens player 1's welfare  



-2
040

-4
-2

0
2

4
6

8
10

12

F
ig

ur
e 

5:
  L

in
ki

ng
 ta

rif
f a

nd
 e

nv
iro

nm
en

ta
l n

eg
ot

ia
tio

ns

T
A

R
H

   
=

 1
.4

0
T

A
R

F
   

=
 0

.1
0

A
T

A
X

H
 =

 0
.2

0
A

T
A

X
F

 =
 0

.0
0

N
as

h 
E

qu
ili

br
iu

m

A
pp

ro
xi

m
at

io
n 

to
 th

e
lin

ke
d 

ou
tc

om
e 

ig
no

rin
g 

in
te

rd
ep

en
de

nc
ie

s

W
el

fa
re

 H

W
el

fa
re

 F

G
en

er
l-e

qu
ili

br
iu

m
 

ou
tc

om
es

: f
re

e 
tr

ad
e,

 
eq

ua
l A

T
A

X
s

T
ar

iff
s 

=
 0

A
T

A
X

=
 N

E

A
T

A
X

 =
 0

.3
0

T
ar

iff
s 

=
 N

E

T
ar

iff
 

ga
m

e

A
ba

te
m

en
t

ga
m

e

G
E

 o
ut

co
m

e
A

T
A

X
 =

 0
.3

0
T

ar
iff

s 
=

 0




