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What is Syntactic Theory?
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Questions

I. What is syntax?

II. What is a formal model of syntax? 

III. Why should we use formal syntax?

IV. Does formal syntax actually explain anything?

V. What kinds of categories do formal models use?

VI. What linguistic phenomena should a formal model represent?

I. What is syntax?

A. Meaningful word order. Is it something more than that?

B. Infinity. We recognize two different sources of infiniteness: recursion and iteration.

C. Constituent structure. How do we know that a group of words is a constituent? What are the tests?

D. Dependency relations. Heads select complements and also ‘specifiers’. In what way are these dependency relations related to constituent structure?

II. What is a formal model of syntax?

A. Formal models are generative. Prior to Chomsky (1957, 1962), linguists were primarily concerned with accounting for the data within a given corpus. Chomsky proposed that analysts must expand the enterprise beyond the corpus. 

· A generative grammar is one that defines the possible syntactic structures in a language. 

· Such a grammar seeks to describe competence and the creative capacity that is intrinsic to competence.

· The difference between competence and performance.

When you consider the greatest good, it’s better off to let them do stuff.

One of the sleaziest thing I think I did...

She became seriously ill as well as her assistant did too.

She complains too much that I can’t ignore her.

in a promptly manner

That’s the major issue is that you never really know. 

· The generative grammar is a model of the competence of the native speaker. 

· We are attempting to model what it is that people act like they know.

B. A formal model is based on symbols and rules of combination. 

C. Formal models tend assume that licensing relationships are local.

I was so upset that I really yelled at them. 

D. Formal models tend to focus on constituents and and hierarchical structure rather than dependencies.

The history of syntactic investigation is marked by a small number of central discoveries which created the syntactician’s research agenda. One can divide these discoveries into two groups: the discovery of hierarchical constituent structure, and the discovery that elements may occupy more than one position within this hierarchy, which the literature calls movement. —David Pesetsky, “OT and Syntax: Movement and Pronunciation in Optimality Theory”

· ‘Discontinuous constituency’

· English ‘particle movement’

She ate up the pizza
She ate the pizza up
· Latin preposition phrases and noun phrases
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“The more I turn this matter over in my heart, the greater the grief in my soul.”—Plautus, Captivi
· Feature passing 

People died of Small Pox  for hundreds of years.

*A person died of small pox for hundreds of years.

· Representation of combinatoric constraints in terms of ‘phrasehood’

I like tapioca. In what sense is tapioca a noun phrase?
III. Why formalize? 

A. To capture generalizations. Formalism is a restatement of the facts at a tighter level of generalization. Such a restatement has obvious, commonsensical advantages over a mere list of the facts (Chomsky’s levels of adequacy):

1. Maximum clarity

2. Maximum economy

3. Maximum generality

4. Maximum exposure of correlations between ‘separate facts’

5. Fragility: What would it would mean for the theory to make the wrong prediction?

B. To describe exactly how a sentence means. Fulfilling the terms of Jackendoff’s grammatical constraint (1983, 1990, 1997). 

Under the reasonable hypothesis that language serves the purpose of transmitting information, it would be perverse not to take as a working assumption that language is a relatively efficient and accurate encoding of the information it conveys. To give up this assumption is to refuse to look for systematicity in the relationship between syntax and semantics. A theory’s deviations from efficient encoding must be rigorously justified, for what appears to be an irregular relationship between syntax and semantics may turn out merely to be a bad theory of one or the other. (1983: 14)

C. Because sisterhood is powerful.

IV. Does formalism explain anything? 

A. Givon points out that a formalism is not an explanation, but a prelude to explanation. Formalism is a methodological commitment, not a theoretical one. 

B. What do we want to explain?

· Why language has the structural properties it does. 

· Why are languages different when they are different and similar when they are similar?

· How children learn language as effectively as they do without explicit negative evidence (the poverty of stimulus problem)?

C. Givon argues that the explanation must cast in terms distinct from those employed in the formalism. In P&P, hardwiring is the response to the learnability question and the ontology question. Givon holds that this type of ‘explanation’ is circular. Suppose a biologist says, “The human digestive system is built the way it is because its structure is in the genetic code”. Has the speaker explained anything?

D. Innateness as explanation. 

· Chomsky distinguishes a generative grammar from a theory of grammars. 

· A theory of grammar aims to capture properties common to grammars. 

· These properties are attributed to Universal Grammar: Principles and Parameters. 

· Chomsky holds that UG is a human biological endowment. 

· Certain features of grammar are said to be part of genetic hardwiring, e.g., structure dependency: Is the man who is leaving here?

E. The problem of plasticity. Evidence from brain injury causes problems for a linguistic theory which presupposes innate localization of linguistic knowledge. E.g., children with pre- or perinatal brain injury are below controls on language performance but within normal limits. Aphasia studies point to differential effects of identical brain lesions on language performance. 

F. Explanation outside the system. These would include reference to cognitive representations (Talmy) or reference to functional constraints (e.g., the principle of separation of role and reference and avoidance of lexical subjects). 

G. Is learning your first language the same thing as learning its parameters? 

· Function first! Old forms assume new functions and formulas are gradually broken down. Feldman (1998) on ‘filler formulas’: nInInI ‘Here she is’; nInInI bagels ‘Here are the bagels’. 

· Cognitive milestones parallel linguistic milestones in development. Children’s use of allgone correlated with object permanence. Exhaustive sorting precedes vocabulary spurt. Vocabulary spurt precedes word combination. Referential pointing precedes naming. Success on conservation tasks precedes use of comparative constructions and passive. 

· There may be evidence for ‘parameter setting’. Children do make ordering errors. Bowerman (1990) describes child’s ordering errors age 1.8-1.10:

Take Christy beads. (VSO) 

Ping pong balls me eat. (OSV)

Hit me Christy arm mines. (VOS)

Christy water turn off. (SOV)  

(SVO order stabilizes at 1.10)

V. What kinds of categories count in formal syntax?

H. Syntactic generalizations are syntactic: the autonomy of syntax. 

· Chomsky and colorless green ideas. 

· Syntactic explanations for extraction phenomena and the ‘that-trace’ effect.

· Movement rules. 

· Mismatches between syntax and semantics:

I. Jackendoff 1997 (31-38). There is no one-to-one relationship between principles of syntactic and semantic combination. 

(1)
Nouns need not be things.

(2)
“Other than argument structure, most of the conceptual material bundled up inside a lexical item is invisible to syntax” (p. 34).

(3)
Grammatical gender is related only ‘sporadically’ to conceptual distinctions.

(4)
Grammatical roles like direct object do not correlate directly with thematic roles like patient.

(5)
Aspectual distinctions like the telic-atelic distinction can be expressed by verb choice, choice of object, choice of subject, choice of adverbial. 

(6)
The syntax may not reflect the semantics:


An occasional sailor walked by. 


I don’t believe he’s going to show up. 


She put the wine in the freezer for a minute. 

(7)
Semantic scope does not always accurately reflect semantic scope. 


People died of Small Pox for many years.


*A person died of Small Pox for many years.

VI. What should a formal model represent?

· The constructions (including ‘noncore’ constructions)

· The relationship between word meaning and sentence meaning

· Constraints on structures (*Who did he say that left?)

· The general mechanism by which thematic roles (like agent) are assigned to grammatical functions (like subject) or cases (like nominative)

· The correlation between form and function, including the ‘conspiracy of constructions’, mapping of topic and focus

· The meaning of forms (idiomatic and compositional)

· Structural constraints on interpretation (He saw Harry)

· Semantic constraints on syntactic co-occurrence (*They sang songs in three hours.).

· Structure sharing (inheritance)

· Typological differences/universal constraints
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Hi,

I've been observing the discussion of what "formal" means. I generally draw a three-way distinction:

1. Pertaining to form.

2. Formal systems, in the technical mathematical sense. This is the sense intended in the Chomskyan tradition and more recent variants on that tradition.

3. A new sense coming out of work on the Neural Theory of Language, referring to neural parameterizations that can be given a symbolic notation useful in linguistic descriptions and natural language processing.

Sense 1: Meaning is expressed in terms of form; e.g., phonological and morphological form, surface orderings, agreement, and so on. This is just part of language. All serious linguists have to describe how form and meaning are related. This has nothing to do with "formal linguistics" per se.

Sense 2: At the beginning of Syntactic Structures, Chomsky sets out a metaphor characterizing what has commonly come to be called "formal linguistics."

Chomsky’s Metaphor:

· Sentences are strings of abstract symbols.

· A language is a set of such strings.

· A grammar is an algorithmic mechanism for generating such sets of strings of abstract symbols.

Chomsky's Metaphor had many entailments:

· Autonomy: Within a mathematical formal system, generative rules or other algorithmic mechanisms can only refer to the abstract symbols inside the system. This eliminates many things from the content of syntactic rules: the meaning of the symbols (all of semantics and conceptual systems), the use of the symbols in context (all of pragmatics), communicative function (old and new information, topicality, etc.), degrees of conventionality (and hence, grammaticalization in process), anything from the sensory-motor system, cognitive mechanisms, memory, anything at the neural level, and so on.  

· Data restrictions: Any real linguistic phenomena having to do with the causal effect of any of the above on the distribution of surface forms cannot be characterized within a formal system proper, unless the information is somehow coded in appropriate symbolic terms. An example of such a coding was the coding of minuscule aspects of semantics and pragmatics in terms of logical forms introduced by myself and Jim McCawley back in Generative Semantics days and since adopted by Chomsky and others.  

· Disembodied theoretical constraints: Ideas like "generative power" only make sense within Chomsky's Metaphor. Thus, arguments like "such and such a form of rule is too powerful" only makes sense using Chomsky's Metaphor. I gave up on Chomsky's Metaphor back in the 60's, because I saw language as a product of embodied human minds, not disembodied formal systems in the mathematical sense. However, before then, I and many of my close friends learned a lot about language using that metaphor, as limiting and distorting as I now think it is. Smart people with good linguistic intuitions can do interesting research despite that metaphor.  

Sense 3: One of the insights coming out of the neural theory of language is the distinction made by Feldman between dynamic neural processes and the neural parameterizations that trigger them. This has enabled our group at ICSI in Berkeley to develop symbolic notations for both parameterizations and dynamic processes that can be mapped to neural models (structured, not PDP). We are developing notations for parameterizations of cognitive semantics—image-schemas, force-dynamic schemas, frames, metaphorical maps, blends, and so on. We see grammar as consisting of constructions—neural maps connecting parameterized semantics and parameterized phonology—with constraints provided by all aspects of context, background knowledge, and communicative function. In short, grammar is in the connections. NTL has no autonomous syntax and doesn't miss it. Grammatical generalizations, so far as we can tell to date, can be stated perfectly well without it. And a neural learning theory is being developed to accommodate real acquisition data. These symbolic notations are constrained in three ways:  

· They must be reducible to plausible neural models. 

· They must be able to state real linguistic generalizations. 

· They must be able to be used in natural language processing models for computers.  

We call these notations "formalisms." They are precise - precise enough to be used in natural language computing. Yet that are capable of representing semantics, pragmatics, context, communicative function, iconicity, probabilistic phenomena, degrees of entrenchment (and hence grammaticalization in process), and so on. NTL formalisms differ in a deep way from the formalisms used in formal systems.  

· They are not constrained by purely formal ideas like generative power. 

· The constraints on such systems are biological; they have to be reducible to neural systems.

· They are embodied, not disembodied. They have to be grounded ultimately in the sensory-motor system or other bodily systems.  

What this shows is that the issue in “formalism" is not whether linguistic form must be described; it must. It is not whether precise notations can be used in real linguistic descriptions; they can. The issue, at least for us, is whether we accept Chomsky's Metaphor and all the limitations that go with it (we don’t), or whether we seek to create a precise way of symbolically notating both the static neural parameterizations and the neural dynamics in such a way that we accurately characterize real natural language. I hope this helps a bit to clarify issues.  George   

