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Motivation 
 
Transport in lightly-doped (EF << W) conductors �
 
•  semiconductors, bilayer graphene:   
 
 
 
•  graphene, Weyl semimetals, topological insulators:  

�k � � · k
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Cd3As2 
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Landau quantization and quasiparticle
interference in the three-dimensional
Dirac semimetal Cd3As2
Sangjun Jeon1†, Brian B. Zhou1†, Andras Gyenis1, Benjamin E. Feldman1, Itamar Kimchi2,
Andrew C. Potter2, Quinn D. Gibson3, Robert J. Cava3, Ashvin Vishwanath2 and Ali Yazdani1*
Condensed-matter systems provide a rich setting to realize
Dirac1 and Majorana2 fermionic excitations as well as the
possibility to manipulate them for potential applications3,4.
It has recently been proposed that chiral, massless particles
knownasWeyl fermions can emerge in certain bulkmaterials5,6
or in topological insulator multilayers7 and give rise to unusual
transport properties, such as charge pumping driven by
a chiral anomaly8. A pair of Weyl fermions protected by
crystalline symmetry e�ectively forming a massless Dirac
fermionhasbeenpredicted toappearas low-energyexcitations
in a number of materials termed three-dimensional Dirac
semimetals9–11. Here we report scanning tunnellingmicroscopy
measurements at sub-kelvin temperatures and high magnetic
fields on the II–V semiconductor Cd3As2.We probe this system
down to atomic length scales, and show that defects mostly
influence the valence band, consistent with the observation of
ultrahigh-mobility carriers in the conduction band. By combin-
ing Landau level spectroscopy and quasiparticle interference,
we distinguish a large spin-splitting of the conduction band in
a magnetic field and its extended Dirac-like dispersion above
the expected regime. A model band structure consistent with
our experimental findings suggests that for a magnetic field
applied along the axis of the Dirac points, Weyl fermions are
the low-energy excitations in Cd3As2.

One starting point for accessing the phenomena ofWeyl fermions
is the identification of bulk materials with three-dimensional (3D)
Dirac points near which the electronic dispersion is linear in
all three dimensions12 in analogy to 2D Dirac points observed
in graphene1 or topological insulators13. With time-reversal and
inversion symmetries preserved, 3D Dirac points can be formed
at the crossing of two doubly degenerate bands and constitute two
overlapping Weyl points. However, 3D Dirac points are generally
not robust to gapping unless they occur along special high-
symmetry directions in the Brillouin zone, where the band crossing
is protected by crystalline point-group symmetry9–11. In these 3D
Dirac semimetals, individual Weyl nodes can be isolated only
by breaking either time-reversal or inversion symmetry. As Weyl
nodes are topological objects of definite helicity, acting as either
a source or sink of the Berry curvature, they are robust against
external perturbation and are predicted to harbour exotic e�ects,
such as Fermi arc surface states5 and chiral, anomalous magneto-
transport8,14. These unusual transport phenomena ofWeyl fermions
have been proposed as the basis for new electronic applications15.

Several candidate materials, including Na3Bi and Cd3As2, were
recently predicted10,11 to exhibit a bulk 3D Dirac semimetal phase
with two Dirac points along the kz axis, stabilized by discrete
rotational symmetry. Although photoemission measurements16–19
indeed observed conical dispersions away from certain points
in the Brillouin zone of these materials, high energy resolution,
atomically resolved spectroscopic measurements are needed to
isolate the physics near the Dirac point and clarify the e�ect of
material inhomogeneity on the low-energy Dirac behaviour. Low-
temperature scanning tunnelling microscopy (STM) experiments
are therefore ideally suited to address these crucial details.
Previously, Cd3As2 has drawn attention for device applications
owing to its extremely high room-temperature electron mobility20
(15,000 cm2 V�1 s�1), small optical bandgap20, and magnetoresistive
properties21. The recent recognition that inverted band ordering
driven by spin–orbit coupling can foster non-trivial band topology
renewed interest in Cd3As2, which is the only II3–V2 semiconductor
believed to have inverted bands. Updated ab initio calculations
predict 3D Dirac points formed by band inversion between the
conduction s-states, of mainly Cd-5s character, and the heavy-hole
p-states, of mainly As-4p character11,22. However, the large unit cell
of Cd3As2 with up to 160 atoms due to Cd ordering in a distorted
anti-fluorite structure22 presents complications to first-principles
calculations, which must be corroborated by careful experimental
measurement of the band structure.

To probe the unique electronic structure of Cd3As2, we
perform measurements in a home-built low-temperature scanning
tunnelling microscope23 capable of operating in magnetic fields
up to 14 T. Single-crystal Cd3As2 samples are cleaved in ultrahigh
vacuum and cooled to an electron temperature of 400mK, where
all spectroscopic measurements described here are performed.
Figure 1a and its inset show an atomically ordered topography of a
cleaved surface and its associated discrete Fourier transform (DFT).
The pseudo-hexagonal Bragg peaks, circled in red, reveal a nearest-
neighbour atomic spacing of 4.4± 0.15Å. Their magnitude and
orientation precisely match the As–As or Cd–Cd spacing in the
(112) plane of this structure22, schematically illustrated in Fig. 1b,
and identify this facet as a natural cleavage plane for Cd3As2. As we
image atoms at⇠96%of the sites in the pseudo-hexagonal lattice, we
further attribute this cleaved surface to an As layer, because any Cd
layer would contain on average 25% empty sites in this projection.

We present in Fig. 1c the tunnelling di�erential conductance
(proportional to the local density of states (DOS)) measured at
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Figure 1 | Crystal and band structures of a Cd3As2(112) cleaved crystal. a, Atomically ordered topographic image (I=50 pA, V =�250 mV) of the Cd3As2
(112) surface. The inset shows its 2D Fourier transform. Red circles are associated with Bragg peaks and blue circles with reconstruction peaks.
b, Schematic of the Cd3As2 unit cell along the (112) plane (red). Cd atoms and As atoms both make a pseudo-hexagonal lattice. c, Di�erential conductance
spectra (I=300 pA, V =250 mV) taken at 90 spatial positions over a line spanning 30 nm. The blue curves show the individual spectra and the red curve is
the spatial average. Spatial variation in the local DOS is especially pronounced below the Dirac point. The inset shows the schematic band dispersion along
the [001] direction passing the 0 point. d, Schematic band structure of Cd3As2 based on ab initio calculations. Two 3D Dirac points marked as k+

D , k�
D are

located along the [001] direction and are evenly separated from the 0 point. The k? direction refers to any axis perpendicular to the kz direction.
e, Schematic of the Fermi surfaces above (red) and below (blue) the Lifshitz transition. The overlaid solid curves represent the extremal cross-sections
parallel to the (112) plane, showing two pockets merging into a single ellipsoidal contour. Throughout this paper, kx, ky , kz are parallel to the a, b, c axes,
respectively, of the unit cell denoted in b.

B= 0 T along a line spanning 30 nm (see Supplementary Fig. 1a
for the precise topographic registry of the line cut). Photoemission
measurements17,18 locate the Dirac point (EDirac) for similar Cd3As2
samples at �200±20mV, corresponding to a carrier concentration
ne ⇠ 2⇥ 1018 cm�3. In agreement, the STM conductance spectra
show a depression near this energy, and the measured DOS
rises as (E � EDirac)

2 away from it as expected for 3D Dirac
points24. The conductance near the Dirac point is non-zero and
smooth, representative of a semi-metallic band crossing rather
than a bandgap. Although the presence of surface states can
mask a bulk gap, we rule out this possibility by performing
quasiparticle interference (QPI) measurements, shown below, that
do not resolve a strong surface-state signal near EDirac. The absence
of a gap, particularly at the low temperature of our measurement,
is consistent with the proposed theoretical description shown in
the inset of Fig. 1c and in Fig. 1d, which illustrate a shallow
inversion between the valence and conduction bands. In addition,
the zero-field spectra in Fig. 1c exhibit significant spatial fluctuation
for energies below EDirac, whereas, in contrast, they are highly
homogeneous for energies above EDirac. As the carrier concentration
in as-grown Cd3As2 is attributed to As vacancies25, these lattice
defects would be expected to primarily impact the valence band
rather than the conduction band. In Supplementary Section I, we
show that a common, clustered defect in the As plane (visible as

the dark depressions in Fig. 1a) produces strong fluctuations in
the conductance of the valence band, but is virtually invisible at
the Fermi level. This microscopic information may explain the
broad valence band seen in photoemission measurements17,18 and
the highmobility at the Fermi level20, and suggests routes for further
materials optimization.

Landau level spectroscopy with STMhas previously been applied
to extract precise band structure information for graphene26,
semiconductor 2D electron gases27, and topological insulator
surface states28,29. Here, in distinction, we extend this technique to
quantify the bulk 3D dispersion of Cd3As2 by applying a magnetic
field perpendicular to the cleaved (112) surface of the sample.
The 3D band structure is quantized by the magnetic field into
e�ectively 1D Landau bands that disperse along the momentum
k3 parallel to the field. The projected bulk DOS measured by
STM integrates over all k3 and accordingly exhibits peaks at the
minimum or maximum energies of these Landau bands, which
contribute inverse-square-root divergences to the DOS. Semi-
classically, these extrema describe Landau orbits along the constant-
energy contours of the band structure with extremal cross-sectional
area perpendicular to the magnetic field. In Fig. 1e, we illustrate the
extremal contours parallel to the (112) plane in Cd3As2 for energies
above and below the Lifshitz transition, demonstrating the merging
of two Dirac pockets into a single ellipsoidal contour.
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non-interacting                  in random potential 
results: “phase diagram” 
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results: critical density of states 

Weyl semimetal:  z=d/2=3/2, ν=1/(d-2)=1 �

…ignoring rare regions of strong disorder Lifshitz tails�
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results: critical conductivity 
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results: nonanalytic mobility edge 
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Anderson localization 

•  noninteracting quantum motion in a random potential 

 
•  conventional wisdom (orthogonal) 

o  d < 2: all states are localized 
o  d > 2: localization-delocalization Anderson transition 
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edge in the first non-trivial order [-13], and by using 
a CPA-like approach employing the formal equiva- 
lence between the localization problem in disordered 
systems, and the localization in a potential well [14]. 
However, as these methods involve, as others, severe 
approximations they do not shed light on the underly- 
ing physical mechanisms. 

There are two particular mechanisms which influ- 
ence characteristically the behaviour of the quantum 
states in disordered systems: potential localization 
and quantum interference. It is one of the main pur- 
poses of this paper to clarify their relative importance 
as a function of the energy and the disorder in view 
of the postulated general validity of the scaling theory, 
which could be considered as a unifying theory for 
the two mechanisms near the disorder-induced MIT. 

Potential localization is usually considered as the 
dominant effect in connection with the impurity prob- 
lem (like doped semiconductors at low concentration). 
Quantum interference is the mechanism which is pre- 
sently believed to be dominant e.g. in the low temper- 
ature transport properties of impure metals [15]. It 
is obvious that in intermediate cases such as the 
heavily doped semiconductors near the MIT both 
mechanisms have to be treated on an equal footing. 
The question remains whether such a treatment is 
really achieved by the one-parameter scaling theory. 

It seemed to us that once more additional calculations 
would be useful, especially for energies near the band 
edge in order to achieve a better quantitative under- 
standing of the localization of the states in the tails 
of the band. 

The tail states can be expected to be very sensitive 
to changes in the distribution of the potential. The 
asymptotic tail of the density of states, for instance, 
although being universal as far as its exponential 
shape is concerned, depends characteristically on the 
distribution of the potential. In a d-dimensional ran- 
dom two-component alloy, as considered originally 
by Lifshitz [16], and the Anderson model with a rect- 
angular distribution of the site energies (see below) 
it is given by [173. 

n (E) ~ exp (const ( + (Eg -- E))- d/2)) (1) 

near the true upper and lower band edges Eg,  the 
Lifshitz bounds of the spectrum. For a Gaussian dis- 
tribution of the potential energy one obtains [18] 

n (E) --~ exp ( -- const [ E 12 - a/2) (2) 

except for slowly varying prefactors. In this case the 
Lifshitz bounds are at infinite energies due to the tail- 
ing of the distribution function. 

By analogy one can expect that the localization 
properties of the states depend also on the statistical 
distribution. Therefore, we decided to determine the 
phase diagram of localization for various statistical 
distributions of the random potential, namely the box, 
the Gaussian, and the Lorentzian distribution. In one- 
dimensional (1 D) disordered systems there is a well 
established relation between the localization length 
and the density of states, which was first derived by 
Herbert and Jones [19]. For d > l  such a relation 
has not yet been established. Therefore, it seemed 
worthwhile to compute the density of states for the 
disordered systems considered in this work in order 
to get some insight how the magnitude of the density 
of states influences the localization behaviour and 
whether a relation analogous to 1 D can, in principle, 
be established or not. 

The following chapter contains a very brief recapi- 
tulation of the model and the equations used. As the 
details are published already in previous papers [1, 
2, 11, 20] they are completely omitted here. A few 
technical particulars are explained before we present 
the results. In the third chapter our results are dis- 
cussed and compared with those of the previous cal- 
culations. The relation to the density of states is inves- 
tigated. The forth chapter contains a summary and 
some questions arising from our results in connection 
with the current theories. 
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The density of states, and the phase diagram of localization in a three-dimensional disor- 
dered tight binding model with box, Gaussian, and Lorentzian distribution of the site 
energies is numerically determined. The influence of the behaviour of the spectral density 
on the position of the mobility edge is discussed. Extended states are found outside 
the unperturbed band for the box and the Gaussian distribution. This implies the existence 
of two metal-insulator transitions at certain energies which may be attributed to the 
breakdown of potential localization, and the breakdown of quantum interference localiza- 
tion, respectively. The general validity of the scaling hypothesis in the localization theory 
is discussed in view of these results. 

1. Introduction 

Previous numerical studies [1, 2] of the localization 
properties of the quantum states in the centre of the 
band of the Anderson model for a disordered system 
have confirmed within certain numerical errors the 
assumptions made in the one-parameter scaling 
theory of localization as formulated by Abrahams 
et al. [3]. In particular, the existence of an Anderson 
transition in three dimensions (3 D) has been unam- 
biguously demonstrated. The critical disorder has 
been determined in the centre of the band for the 
case of a simple cubic lattice. On the other hand, 
the attempts to analyze the critical behaviour of the 
localization length on the insulating side, and the zero 
temperature dc-conductivity on the conducting side 
of the transition yielded results, which seem to be 
inconsistent with the one-parameter scaling theory. 
The latter assumes, in analogy to the phase transition 
in an isotropic ferromagnet, a power law divergence 
of the localization length and the inverse dc-conduc- 
tivity. The corresponding critical exponents v and s, 
respectively, are then equal [4]. Their absolute magni- 
tude has been estimated using a variety of approxima- 
tive methods [5, 6, 7] as well as numerical calculations 
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[8, 9, 10]. The results range from v=s=0 .5  [7] to 
1.5 [2, 10] and depend strongly on the method used, 
and the approximations made. 

This rather unsatisfactory situation, together with 
some inconsistencies between the scaling behaviour 
of the numerical data for the conductance and the 
theoretical results in the localized regime (compare 
Fig. 6 of Ref. [2] and Fig. 1 of Ref. [6]), has led us 
to perform additional numerical calculations. The 
form of the "phase diagram" of localization, i.e. the 
shape of the trajectory in the energy-disorder (E-H/) 
plane, Ec(W), which separates localized from extended 
states, is closely related to the critical behaviour. 
Therefore, we have first determined the energy and 
disorder dependence of the localization properties of 
the Anderson model in more detail [113. The results 
of the calculations were surprising: In contrast to the 
perturbational approach [6] and the mode coupling 
theory [7] (both in lowest order), as well as a recent 
numerical study of the fractal character of the disor- 
dered wave functions [12], the numerical data of Ref. 
[11] indicated the existence of extended states outside 
the energy band of the unperturbed system in a cer- 
tain region of disorder. This would imply the existence 
of two disorder-induced metal-insulator transitions 
(MITs) at certain energies. Quantitatively, such a 
behaviour has been obtained perturbationally by tak- 
ing into account the disorder induced shift of the band 
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Model 
low-density electrons in a random potential, μ -> 0�

V (r)V (0) = ��d(r)�(p) = �p�

treat via scaling, perturbation theory, and RG �
with ε=(2α-d)-expansion �

S =
�

C
dtddr� [�i�t � �(p̂)� V (r)]�

�(p̂)� + V (r)� = E� � Z �
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Related problems 
 
•     Feynman’s polaron coupled to a slow boson: �
o  world-line           self-avoiding polymer�

 �

�

o  singular corrections for d < 4 (=2α, α=2)�

o  RG  = (< r2 >) 1/2 ~ Lν  ,   ν = 1/2 + O(4-d)�

�

•  Interacting particles at low density (BCS-BEC):�

o   exact T-matrix�
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1
2
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dt
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dr
dt

�2

+ g

�
dt
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dt��d(r(t)� r(t�))

dg

d�
= (2� d)g � g2

(deGennes ’72) 



The “Physics” via scaling 
(distinct from interference effects near Fermi surface: e.g. weak localization)�

Fermi liquids are “protected” by Fermi sea, with EF ~ W,  
qualitatively different for low doping, with EF << W 

 
 
 
 
  
   
 
 
 
 
bound-state formation in random potential              on scale ξ ��V0
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•  d < 2α: disorder dominates -> bound state for arbitrarily weak V0


! !�

�
�
�
�
•  d > 2α: weak disorder irrelevant below critical V0c = κ a-α = W
           

The “Physics” via scaling 
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Perturbation theory 
 
•  scattering rate 1/τ(E): �
�
�
�
�
�
•  Ioffe-Regel criterion γ < 1 vs γ > 1 : 
 
 

S =
�

C
dtddr� [�i�t � �(p̂)� V (r)]�

�(E) �
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ddq
1

(E � q�)q�
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�(E) � �(E)
E
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d < 2α: (typical) disorder dominates at low E 
d > 2α: (typical) disorder is irrelevant at low E 
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E-dependence  
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@�

@`
= (2↵� d)� + . . .



Perturbation theory 
�
•  Ioffe-Regel criterion, γ < 1 vs γ > 1 : 
 
 

S =
�

C
dtddr� [�i�t � �(p̂)� V (r)]�

�(E) � �(E)
E

� Ed/��2 � 1
k�(k)

� 1
kv(k)�(k)

d < 2α: (typical) disorder dominates at low E 
d > 2α: (typical) disorder is irrelevant at low E (e.g., d > 4 new physics) 

 @�

@`
= (2↵� d)� + . . .

What happens for stronger disorder for d > 2α ? 
0 γ 

��

��
= (2�� d)� + c�2

0 γ γc weak strong 



RG  
•  ”conventional” (Shankar) RG at Fermi surface�

�
�

•  ”vacuum” RG down to the bottom of the band  
 
 

S =
�

C
dtddr� [�i�t � �(p̂)� V (r)]�

E

k
kf

EF W 

E

k
kf K0

EF 

W 



RG  
•  rescaling and tree-level RG flow: r = r’ b,  t = t’ bz�

λ(b) = λ,   κ(b) = κ bz-α ,    Δ(b) = Δ b2z-d�

�
�
•  momentum-shell RG flow: integrate out K0/b < k < K0 �
 
 
 

�� �(b) =
�(b)
�(b)2

= �b2��d � �e��

d�

d�
= ��,

d�

d�
= �� + 2��2

S =
�

C
dtddr� [�i�t � �(p̂)� V (r)]�



Mobility threshold & transition 

  renormalized Drude conductivity (γ < 1): �

 
•            (d < 2α): �

--> disorder dominates for k < �
--> mobility threshold of Anderson transition �

•            (d > 2α) : 

--> disorder-driven quantum transition T=0, μ->0 �

�(b) =
�b�

1� �/�c + (�/�c)b�
, �(b) =

�
�(b)
�

b��

�1/2�

, �c = � �

2�

Kloc = K0

�
1 +

|�c|
�

��1/�

� < 0 0 γ(b) γc 
weak strong 

� > 0 0 γ(b) 
strong 

�D(b) =
v(b)2

2��(b)b��



Mobility Edge  

•            (d < 2α): �

�

�

•            (d > 2α) : � < 0 0 γ(b) γc 
weak strong 

� > 0 0 γ(b) 
strong 

γ 

Ec(γ) �

conventional Anderson transition localized 

delocalized 

γ 

Ec(γ) �

γc 

nonanalytic mobility edge 

Ec(�) ⇠ (� � �c)
z⌫ , � > �c

localized 

delocalized 



Conductivity 
�ij(�) =

e2

2��

�
dE [nF (E)� nF (E + �)]

�
ddr�Trv̂irGA(E + �, r, r�)v̂jr�GR(E, r�, r)

… �̂x �̂x�xx =
e2v2

2�

�
Tr

� �

=
1
2
e2v2�� =

e2v2

2��

��1 = �2Im�R = �2�
�

1
�� v�� · �k + i

2�= ���

Weyl semimetal: 



Scaling theory of critical transport 

•            (d > 2α):�

�

�

•  comparing with RG calculation, find (for 3d WSM): �

!  z = 3/2,   ν = -1/(2α-d) = 1 �

"                                    ( E ~ kα/λ(k) ~ kd/2 ) �

� < 0 0 γ(b) γc 
weak strong 

� � �2�d� � |� � �c|�� � |��|��

�(�, 0, 0) � |� � �c|�(d�2) �(�c, T, 0) � T (d�2)/z

�(�, T, µ) = |��|�(d�2)g(T |��|�z� , µ/T )

see also: Goswami, Chakravarty, PRL 107, 2011 �



Density of states 

�(b) =
�b�

1� �/�c + (�/�c)b�
, �(b) =

�
�(b)
�

b��

�1/2�

, �c = � �

2�

�(KE)E � �K�
E

where: 

= �(KE) · �clean[�(KE)E]

�(E) = � 1
�

Im
�

ddr

V
GR(r, r, E)



t = γ-γc 

Scaling theory of density of states 
WSM:  z=d/2=3/2�

ν=1/(d-2)=1 �� � |� � �c|�� , � � ��z

…ignoring rare regions of strong disorder Lifshitz tails (Nandkishore, et al.)�

E 

ρ(E)�

|γ-γc|zν 

E 

E2 

�(E, �) � kd�k

�k
� Ed/z�1f(E|� � �c|�z�)

� E2|� � �c|�3/2, for E � |� � �c|z�

� E, for E � |� � �c|z�

E � ��z

Q critical 



Scaling theory of density of states 
semiconductor: �
z=α-ε/4, ν=-1/ε�� � |� � �c|�� , � � ��zE � ��z

t = γ-γc γc 

quantum critical 

weak disorder  strong disorder  

�(E, �) � kd�k

�k
� Ed/z�1f(E|� � �c|�z�)



•  deeply lying states E < 0:   
 
•  probability of V, size ξ: 

•  maximize over ξ:  
 
d < 2α:  ξ ~ E-1/α  -->�
�
�
�

d > 2α:  ξ ~ r0     -->�

Lifshitz tails 
�(p̂)� + V (r)� = E� � Z �

�
[d�]eiS

V(r) 

ξ 
Ψ 

1/ξ2 
|E| 

�(E) � e�|E|(2��d)/�

�(E) � e�
rd�2�
0

�

P (V ) � e�
1
�

R
ddrV 2

� e�
�d

� (�/��+|E|)2

E

ρ(E)�

Lifshitz tail 

E

ρ(E)�

|γ-γc|zν “our” tail 



•  model:  
  

 
•  high-d transition in 1d:  α <αc = d/2 = 1/2 

o  z = 1/2   

o  ν = 1/(1-2α) 

o  ρ(E) ~ Eθ 

o  θ = d/z – 1 = 1, for γ = γc   

o  θ = d/α – 1, for γ < γc    

 

1d chiral model M. Garttner, et al. 2015 

ĥ = |p̂|�sgn(p̂) + V (x)
k

E(k)�

Ĥ =
�

x,x�

Jxx� â†xâx� +
�

x

Vxâ†xâx

-> long-range hopping Jxx’�



1d chiral model M. Garttner, et al. 2015 

Density of states�

W=0.1

W=0.3

W=0.5

W=0.7

W=0.9

θ
α
=1/α-1=1.5

θ=1.35
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E
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ρ(E) ~ Eθ θ = d/z – 1 = 1, for γ = γc 

θ = d/α – 1, for γ < γc      



1d chiral model M. Garttner, et al. 2015 

Density of states: � ρ(E) ~ Eθ 

θ 



� � 1
|E � Ec|z vs � � 1

|E � Ec|�A� � 1
|E � Ec|z vs � � 1

|E � Ec|�A

Summary and open questions �
•  studied transport in lightly-doped semiconductors, semimetals�
•  new weak-to-strong disorder-driven quantum phase transition �
•  RG and scaling theory --> conductivity, density of states�

�
•  numerics, experiments ?  �
•  role of rare regions near critical point ?�
•  interplay with conventional Anderson localization ?�
•  Coulomb impurities ? 
 





Results: critical density of states 

WSM:  z=d/2=3/2�
ν=1/(d-2)=1 �

� � |� � �c|�� , � � ��z

�(�, �) = �d/z�1f(�|��|�z�)

…ignoring rare regions of strong disorder Lifshitz tails (Nandkishore, et al.)�

� �, for � � |��|z�

� �2|� � �c|�3/2, for � � |��|z�

E 

ρ(E)�

δγzν 

E 

E2 



Results: critical conductivity of Weyl SM 

�(��, T ) � |��|�(d�2)g
�
T |��|�z� , µ|��|�z�

�

� |� � �c|, at T = 0
� T 2/3, at � = �c

�D =
1
2
e2�v2� =

e2v2

2��

WSM:  z=d/2=3/2�
ν=1/(d-2)=1 �

� � |� � �c|�� , � � ��z




