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All international trade transactions are processed by custom agencies and such processing takes time. Despite the
fact that time is a key trade barrier, the time it takes for shipments to clear customs and how customs' processing
times affect firms' exports remain largely unknown. In this paper, we precisely estimate the effects of custom-
related delays on firms' exports. In so doing, we use a unique dataset that consists of the universe of Uruguay's
export transactions over the period 2002–2011 and includes precise information on the actual time it took for
each of these transactions to go through customs. We account for potential endogeneity of these processing
times by exploiting the conditional random allocation of shipments to different verification channels associated
with the use of risk-based control procedures. Results suggest that delays have a significant negative impact on
firms' exports along several dimensions. Effects are more pronounced on sales to newer buyers.
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1. Introduction

Time matters in international trade. In a seminal paper, Hummels
(2001) shows that each additional day spent in transit reduces theprob-
ability that the United States sources a manufactured good from a given
country by 1.5%.1 These transit times are influenced bymany factors, in-
cluding actions of public agencies that intervene in the administrative
processing of trade flows. This is particularly the case with customs,
which oversee the compliance of shipments with trade regulations. In
fact, customs are the gatekeepers of international trade. All transactions
leaving or entering countries must be processed by their customs agen-
cies and such processing takes time. How long does it take for a ship-
ment to clear customs? The simple answer to this question is that, so
far, we do not really know beyond some “perceived national averages”
based on indicators such as those from the World Bank's Doing Busi-
ness. The truth is, however, that the actual within-country distribution
of customs delays is far from degenerate. Thus, for example, export pro-
cessing times by the Uruguayan customs ranged between 1 and 31 days
t Bank, StopW0610, 1300 New
s of America. Tel.: +1 202 623

us).
% ad valorem formanufactured
r (2013) report that each day in
en 0.6% and 2.3%.
in 2011.2 Hence, customs-driven, transaction-specific delays can be sub-
stantial and highly variable, thus naturally affecting delivery dates. Ac-
cordingly, they could have significant effects on buying and selling
decisions and thereby on firms' export outcomes. Nevertheless, evi-
dence in this regard is virtually non-existent. In this paper, we fill pre-
cisely this gap using an unprecedented dataset for Uruguay that
consists of the entire universe of export transactions and, for the first
time to our knowledge, real customs clearance times and information
on the individual buyers over the period 2002–2011. Furthermore, by
exploiting the institutional design of the customs processes combined
with this novel dataset, we properly address potential endogeneity of
these clearance times.

Delays associated with customs inspections can be seen as trade
costs accruing to each transaction. Exporters can respond to these
costs by adjusting the number and size of their shipments to given des-
tinations,which could potentially result in changes in their foreign sales,
and the intensity of this adjustment can vary across products depending
on their characteristics (Hornok and Koren forthcoming-b).3 On the
2 To put these figures into perspective, 31 days triples the time required to ship a good
fromMontevideo, Uruguay's main port, to Baltimore in the United States and amounts to
1.5 times the time needed to reach Singapore. These shipping times have been taken from
Sea Rates (www.searates.com), a sea-freight broker based on Miami, assuming a vessel
speed of 20 kt (e.g., Berman et al., 2012).

3 Hornok and Koren (forthcoming-a) develop a simple model of shipping frequency
which highlights the trade-off faced by exporters in the presence of such per-shipment
costs.
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buyer side, timely delivery is a key criterion for choosing a trading
partner.4 For instance, case study-based evidence indicates that if bicy-
cles arrive in the United States warehouses of importers or wholesalers
in May instead of April, the season sale peak will be missed, which can
result in increased inventory costs and lower prices. When products
are subject to fashion cycles deliveries, delays by a few days can be sim-
ilarly disruptive (Egan and Mody, 1992). Demand for timely delivery
has even been increasing in recent decades, as suggested by the rising
share of air cargo in international trade (Hummels, 2007a). Among
other factors, this growing importance of timely delivery can be traced
back to the dissemination of business practices such as just-in-time
manufacturing and lean retailing. These practices, which aim to mini-
mize inventories and their costs, require frequent replenishments of in-
puts or goods to respond quickly to new market information and cope
with demand (e.g., Abernathy et al., 1999; Evans and Harrigan, 2005;
Harrigan and Venables, 2006). Importantly, these developments take
place in a context of spatial fragmentation of value chains. Thus, produc-
tion processes increasingly involve a sequential, vertical trading chain
that interconnects several countries and require these connections to
be timely (Hummels et al., 2001, 2007b).5 Delayed delivery of critical in-
puts from other countries can stop production, which can generate sig-
nificant costs that can be transmitted throughout the value chain
(Harrigan and Venables, 2006; Nordas et al., 2006).6 Furthermore,
such supply chain disruptions have noticeable economic impacts. For
instance, firms suffering from these disruptions tend to have lower
stock returns relative to relevant counterparts (Hendricks and Singhal,
2009). It is therefore not surprising that companies proactively seek to
diversify their suppliers' base and to reduce sourcing from providers
with high variability in their lead times.

Since customs procedures add to the transit time between origins
and destinations, customagencies play a crucial role in facilitating or hin-
dering exports and imports.7 A number of papers have estimated gravity
models and variants thereof to examine the effects of total time to trade,
customs and technical control times, and time at the border on aggregate
bilateral trade (e.g., Djankov et al., 2010; Freund and Rocha, 2011;
Hornok, 2011), sectoral bilateral trade (e.g., Martínez-Zarzoso and
Márquez-Ramos, 2008; Bourdet and Persson, 2010; Zaki, 2010), the
product extensivemargin (e.g., Persson, 2010), thedestination extensive
margin (e.g., Nordas, 2006), and the frequency and size of shipments
(Hornok and Koren, forthcoming-b) for various samples of countries
and product categories.8 A few studies use firm-level trade data to ex-
plore the influenceof time to clear customs on export statuses, export in-
tensity, and destination diversification (Dollar et al., 2006; Yoshino,
2008; Li and Wilson, 2009a, 2009b).9 These papers conclude that cus-
toms delays have a significant negative impact on export outcomes, es-
pecially for time-sensitive products.

While certainly insightful, this literature has two main limitations,
which make the evidence on how customs processing times affect
firms' export performance at best preliminary and incomplete. First,
most analyses rely on cross-country variation in perceptions of customs
4 In a survey conducted in 2011 by BDP International, one of the leading transport and
logistics management companies, on-time delivery appeared as the most important con-
cern for supply chain management.

5 Clark et al. (2013) show that a 10% increase in supply chain uncertainty as proxied by
the deviation of actual arrival dates from expected arrival dates is associated with a 4.2%
reduction in imports.

6 For example, episodes of production suspensions in companies such as BMW or
Nissan due to the delays in arrival of key components caused by the eruption of a volcano
in Iceland attest to how critical on-time delivery is in a world in which production is
spread across countries.

7 In fact, according to lead companies interviewed for the “OECD/WTO Aid for Trade
Monitoring Survey”, streamlining of customs procedures to reduce border delays is one
of the most effective public actions that can help engage suppliers from developing coun-
tries into their value chains.

8 Wilson et al. (2005) and Portugal-Perez and Wilson (2010) investigate how the cus-
toms environment and border and transport efficiency affect total bilateral trade.

9 These firm-level studies tend to use relatively small samples ofmanufacturing firms of
heterogeneous countries that are pooled together for estimation purposes.
delays to identify the effects of interest. This identification strategy has
the drawback that unobserved country characteristics that are relevant
for trade and potentially correlated with perceived administrative de-
lays are not satisfactorily controlled for. More generally, endogeneity
problems are not convincingly addressed. Second, virtually all studies
utilize the single-value, country-level measure of time to trade (or its
components) from the World Bank's Doing Business Indicators.10

These indicators are very useful as a first approximation, but they
have shortcomings that aremainly related to the coverage and underly-
ing assumptions of the survey, which in turn echoes in their precision,
and to the fact that relevant heterogeneities are out of the picture. In
this paper, we aim to fill the aforementioned gaps in the literature
while overcoming the estimation and data problems discussed above.

More precisely, this paper addresses threemain questions: what are
the effects of delays associated with customs processing of shipments
on firms' exports? What are the channels through which these effects
arise? To what extent are these effects heterogeneous? In answering
these questions, we make several contributions to the existing litera-
ture. First, we present entirely new, actual measures of the exact time
that it takes to complete customs procedures based on official data
that cover the whole universe of a country's transactions and hence of
its exporters over a long period of time, 2002–2011.

Second, we provide robust evidence on the effects of these customs
delays on firms' export outcomes based on estimations that properly
address endogeneity concerns associated with both potential reverse
causality (i.e., larger shipments may take longer to clear customs) and
simultaneity (i.e., shipments from less well prepared firms are likely
to spend more time in customs and be less demanded abroad). Specifi-
cally, in order to identify their impacts on firms' exports, we exploit the
conditional random variation in clearance times associated with the
customs procedures: conditional on firms and product–destination
combinations, shipments can be considered to be randomly allocated
to physical inspection. Depending on whether shipments have to go
through this material verification or not, processing times and thereby
transit times increase for some exports while those for others remain
the same. We therefore instrument observed delays with the allocation
to merchandise control and primarily compare the before and after
change in exports subject to increased delays with that in exports that
did not suffer from additional delayswhile rigorously controlling for po-
tential confounding factors. This allows us to consistently estimate the
effects of interest. Such effects develop incrementally with the succes-
sive transactions over a one year period. We also present the respective
ordinary least squares (OLS) estimates,which, notably, convey the same
message as their instrumental variable (IV) counterparts.

Admittedly, our identification strategy faces two main challenges.
Since variation primarily comes from random shocks to time-in-
customs (i.e., deviation from expectations) we might arguably not see
any impact on trade. However, this is only true under perfect informa-
tion. If, as most likely is the case, buyers are imperfectly informed
about the reasons behind unexpected delays in delivery, this neutrality
does not necessarily hold. We provide evidence thereon mainly by
distinguishing between newer and older buyers. The other limitation
is that, by the law of large numbers, allocation to verification channels
would tend to its population values when exports consist of a relatively
large number of shipments passing through the customs. We address
this concern by restricting the estimation sample to exports made up
of a relatively small number of transactions.

Third, we disentangle the channels through which the effects arise,
including the buyer channel as a novelty. Finally, our results provide
guidance for future theoretical work on the impact of time on trade
10 Some studies use trade facilitation measures from the World Bank's Logistic Perfor-
mance Index (e.g., Hoekman and Nicita, 2012) and the World Bank's Enterprise Surveys
(e.g., Hoekman and Shepherd, 2013; Shepherd, 2013). Like those originated from the Do-
ing Business Indicators, thesemeasures also have noticeable limitations in capturingfirms'
experiences with customs.



14 Unlike for imports, other participants of the exchange chain such as the freight for-
warder, the transport company, or the importingfirm in the destination country enter into
action after customs controls and do not significantly contribute to these kinds of risks. In
order to confirmwhether this is the case, we gathered information on the customs broker
and the transport company exporting firms worked with in 2011. To start with, the raw
data suggest that most exporting firms just use one broker and one transporter. Our firm
fixed effect should therefore account to a large extent—if not almost all—for the potential
role by these variables—if any at all—in the assignment to the different types of verifica-
tions. More formally, we have regressed a binary indicator taking the value of one if the
median allocation of a firm–product–destination export flow is to the red channel (or al-
ternatively a binary indicator taking the value of one if at least one of its shipments is proc-
essed through this channel) and zero otherwise on exporting firm, product–destination,
customs broker and transport company fixed effects and found that the latter two account
for only a marginal portion of the total variation in such allocation jointly explained by all
these fixed effects. These results are available from the authors upon request.
15 The average (median) number of transactions per day ranges between 236.2 and 357
(257 and 427) over the period 2002–2011.
16 Similar—although slightly lower—ratios are observed when we just consider firm–

product–destination export flows processed under the green channel in a given day and
use alternatively a binary indicator that takes the value of one if the flow is allocated to
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and, importantly, shed new light on trade facilitation initiatives in a
timelymanner as countrieswill have to implement theWTOAgreement
on Trade Facilitation reached in 2013 (WTO, 2014).

We find that delays associated with customs procedures have a
significant negative impact on firms' exports. In particular, a 10% in-
crease in customs delays results in a 3.8% decline in exports. This ef-
fect comes from higher costs for exporters, who accordingly reduce
their foreign sales, as well as for buyers, who appear to reduce their
exposure to firms whose deliveries are subject to such shocks by
downscaling their purchases or directly ceasing to source from the
sellers in question altogether. These findings highlight the impor-
tance of controls that are expedited without jeopardizing the fulfill-
ment of their purposes.

The remainder of this paper is organized as follows. Section 2 de-
scribes the export process in Uruguay. Section 3 introduces the dataset
and presents basic statistics and preliminary evidence. Section 4 ex-
plains the empirical strategy. Section 5 discusses the estimation results,
and Section 6 concludes.

2. Customs processing of exports in Uruguay

In Uruguay, as well as in other Latin American countries, exports are
subject to physical verification because taxes are collected on foreign
sales of certain products; other reasons include control of tax reimburse-
ment claims and fighting illegal trade.11 However, not every single ship-
ment is inspected in Uruguay. The country's customs agency uses risk-
based procedures in carrying out these verifications.

The typical export process is illustrated in a stylized manner in Fig. 1
(Uruguay XXI, 2012). Once the terms of the trade deal (i.e., quantity,
price, and shipment method) between the exporter and the buyer are
established, the former requests the service of a customs broker, who is
given the proforma invoice or final commercial invoice and the packing
list (if applicable).12 This broker completes an electronic Single Customs
Document (Declaración Única Aduanera—DUA) and sends it to the cus-
toms (Dirección Nacional de Aduanas—DNA), which validates the DUA
and sends back a message containing the number assigned to the DUA
and the registration date.When the shipment is at the customs departure
point, the DUA is printed and all export documentation is put into an en-
velope alongwith a sworn declaration (signed by the customs broker and
the exporter), the proforma or final invoice, a copy of the bill of lading and
any other documentation required (e.g., sanitary certificates).

At this stage, the customs broker requests the ex ante verification
channel for the operation. Customs applying risk management, such as
the DNA, use information on the DUA to determine whether shipments
are assigned to no verification (green channel) or verification of docu-
ments and merchandise (red channel). This information may include the
firm, the product, the destination, the customs broker, the transport com-
pany, and the freight forwarder (e.g., Laporte, 2011).13 While we did not
have access to the actual statistical model used by the DNA since it is
11 While Uruguay's overall policy is not to impose export taxes, there have been certain
exceptions over our sample period. Thus, exports of raw hides, salted, pickled, and wet-
blue leather have been subject to an export tax of 5%.Moreover, exports of rice at any level
of processing and its by-products were subject to a withholding tax of 5% of the FOB value
from 2004 to 2008. Revenue was devoted to create the Funds for Financing and
Restructuring of the Rice Sector, which aimed to reduce the indebtedness of this sector's
firms and support production. In addition, export of meat of bovine species, sheep, pigs,
and horses in any form than preserved is subject to the Sanitary Inspection Fund (IFS)
tax. Furthermore, exports of certain agricultural products are also subject to taxes collect-
ed tofinance agencies such as theUruguayanWool Secretariat (SUL), theNational Agricul-
tural Research Institute (INIA), and the LATU. Finally, exports of some goods are prohibited
or restricted for sanitary reasons, to protect the environment and the consumers, and to
meet the country's needs. Examples in this regard in our sample period were exports of
steel and cast iron scrap and ozone-depleting substances (WTO, 2012).
12 In order to be able to export, companies must be registered with the tax agency
(Dirección General Impositiva—DGI), the social security administration (Banco de Previsión
Social—BPS) and the state insurance company (Banco de Seguros del Estado—BSE).
13 Some “news” about the shipment could be also utilized to decide on physical inspec-
tion. Unfortunately, we do not have information in this regard.
strictly protected by tax confidentiality, according to our interviews
with customs officials and customs specialists at the Inter-American De-
velopment Bank, exporting firms and product–destination combinations
are the governing criteria of the deterministic allocation to inspections
in the particular case of exports. The reason is that these are the main
sources of the risk that is being controlled for, specifically, misclassifica-
tion of goods to improperly claim tax reimbursements, to avoid taxes or
to circumvent export prohibitions or misreporting of values for similar
motives.14 Conditional on the aforementioned deterministic components,
there is a randomallocation to verification channels (Uruguay XXI, 2012).
Hence,wemimic the actual assignmentmechanismsuch that, conditional
on firms and product–destinations, the customs information system
would randomly assign shipments to the green or red channels.

This randomallocation to the verification channel allows us to directly
rule out selection problems in relationship to transactions that suffer from
delays. In order to check this randomness, we carry out daily regressions
of a binary indicator that takes the value of one if afirm–product–destina-
tion flow is allocated to the red channel and zero otherwise on the value
of the flow and firm and (HS6) product–destination fixed effects.15 The
estimates together with their confidence intervals are shown in the
upper left panel in Fig. 2 along with the respective smoothed values ob-
tained fromakernelweighted local polynomial regression.16 As expected,
these estimates are overwhelmingly non-significant. In particular, for the
almost 1000 regressions with at least 20 degrees of freedom, the estimat-
ed coefficient on the export value is insignificant in about 99% of the
time.17 Also important for our purposes and again conditional on firm
and product–destinations, there seems not to be an a priori systematic re-
lationship between the size of the shipments and the time that inspection
takes.18 If we redo previous estimations using the (logarithm of the) me-
dian delay experienced instead of the binary allocation indicator as the
dependent variable, the estimated coefficient on the export value is
again insignificant in 99% of the cases (upper right panel in Fig. 2).19
the red channel the next time it goes through the customs or the median delay faced this
next time as dependent variables. We have also conducted daily unconditional two sam-
ple t-tests to assess whether there were significant differences in the mean firms' exports
(and number of products exported and number of destinations) under the green channel
for companies with at least one of their transactions allocated to the red channel in their
next visit to the customs and their counterparts with all their transactions going again
through the green channel. Furthermore, we have carried out daily conditional two sam-
ple t-tests to establishwhetherfirm–product–destination exports that experience positive
delays in a given day and their peers that do not face such delays had differentmean clear-
ance times in their previous visits to the customs. According to the test statistics, differ-
ences are not significant in most of the cases. These tests are available from the authors
upon request.
17 Proportions are virtually identical when regressions with more than 30 degrees of
freedom are considered. Estimates and summary statistics are available from the authors
upon request.
18 Estimation results suggest that delays faced in a specific export transaction do not af-
fect that specific export transaction. This is precisely what one could expect since at the
stage such delays occur the export decision has been made and the export declaration
has been already filled.
19 Tables with detailed estimation results are available from the authors upon request.



Fig. 1. Stylized export process in Uruguay.
Source: Authors' preparation based on DNA.
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In addition, we examine whether allocation to verification channels
are conditionally independent over time. In so doing, we estimate a
linear probability model in which the dependent variable is a binary in-
dicator that takes the value of one if a firm–product–destination ship-
ment in a given date is allocated to the red channel and zero
otherwise and the main explanatory variable is the value taken by the
same indicator the previous date the same firm–product–destination
shipmentwent through customs, alongwith firm and product–destina-
tion fixed effects, for each date in our sample period. Moreover, we have
explored potential interdependencies among actual delays by
regressing the (natural logarithm of the) median delay experienced by
a firm–product–destination shipment in a given date on the median
delay the same shipment suffered the previous date it cleared customs.
The estimates indicate that there is neither systematic association



Fig. 2.Allocation to verification channels, delays, and exports and correlation of allocation and delays over time. The upper panel of thefigure shows the estimated coefficients (black) and
the confidence intervals (gray) from daily regressions of a binary indicator of allocation to the red channel (left panel) and the natural logarithm of the delays (right panel) on the value of
thefirm–product–destination flow alongwith the respective smoothed values from a kernel-weighted local polynomial regression (red). The lower panel of thefigure shows the estimat-
ed coefficients (black) and the confidence intervals (gray) from daily regressions of a binary indicator of allocation to the red channel (left panel) and the natural logarithm of the delays
(right panel) on the value taken by the same variable the previous date the same firm–product–destination shipment went through customs along with the respective smoothed values
from a kernel-weighted local polynomial regression (red). Firm and product–destination fixed effects are always included. Only regressions with at least 20 degrees of freedom are con-
sidered.
Source: Authors' calculations based on data from DNA.
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between current and previous allocations to the red channel nor be-
tween current and previous delays, both conditional on firm and prod-
uct–destination combinations. More specifically, the estimated
coefficients on lagged allocation to the red channel and lagged delay
are insignificant in 98.8% and 95% of the time, respectively (the lower
left and right panels in Fig. 2). In sum, these exercises confirm that allo-
cation to the red channel can be taken as (conditionally) random.

After the verification, if any, has taken place, customs sends the DUA
with the clearance of the shipment. The merchandise is then loaded at
the port, airport, or border crossing. Afterwards, the customs broker
sends an electronic message to complete the transaction, based on
information that will be sent to the DNA in the third and last electronic
message with definitive shipping data (i.e., weight, quantity, number of
packages, value).20 Finally, the DNA completes the export in its
20 In this instance, applicable taxes (if any) must be paid to the state bank BROU, which
officially acts as collection agent (Uruguay XXI, 2014).
information system and carries out an ex post documentation verification
against the third message sent by the customs broker.

In this paper we measure the customs clearance time as the time
elapsed between the request of verification channel and the release
of the goods by the customs (Fig. 1). This precisely corresponds to
the time it takes for the customs to carry out the verifications, if
any, and hence, to the exact time this public entity adds to transit be-
tween origins and destinations. It therefore excludes the time re-
quired for previous documentation preparation and inland
transportation as well as that for port or airport handling. The reason
is threefold. First, there is virtually no delay between the initial sub-
mission of the DUA by customs brokers and its registration by cus-
toms. Second, exporters may begin work on documentation while
production is underway (Hummels, 2007b). Third, several factors
can affect the schedule of the domestic transportation of the goods
to the exit point and these factors are generally out of the control
of the customs (WCO, 2011).



Table 1
Aggregate export indicators and average exporter.

Aggregate export indicators

Indicators 2002 2011

Export value 1,855.0 8,011.5
Number of shipments 64,747 113,533
Number of exporters 1,498 1,904
Number of products 2,464 2,969
Number of destinations 146 186
Number of buyers 7,896 10,249
Number of customs 15 16
Transactions through red channel 0.0 0.1
Median delay in red channel N/A 5.0

Average exporter

Indicators 2002 2011

Export value 1,238.3 4,207.7
Number of shipments 43.2 59.6
Exports per shipment 23.7 67.8
Number of products 4.3 4.4
Exports per product 238.5 981.7
Number of destinations 2.9 3.3
Exports per destination 207.6 837.3
Number of buyers 6.4 7.0
Exports per buyer 121.3 598.1
Number of customs 1.8 1.8
Exports per customs 385.1 1,398.3
Exports per product and destination 127.7 564.7
Number of shipments per product and destination 3.5 4.9
Number of buyers per product and destination 1.3 1.4
Number of customs per product and destination 1.1 1.1

Source: Authors' calculations based on data from DNA.
Export values are expressed in millions of US dollars in the upper panel and in thousands
of US dollars in the lower panel.

Fig. 3.Distribution of customs clearance times for shipments subject to red channel, 2011.
The figure shows the distribution of customs clearance times until the 99.5th percentile
(i.e., the highest 0.5 percentile is excluded) for shipments thatwere subject to physical in-
spection.
Source: Authors' calculations based on data from DNA.

22 Longer customs delays could cause a shipment tomiss a ship leaving the port, thereby
increasing the time needed to reach customers. Unfortunately,we cannot examinewheth-
er this actually happens or not because we lack the required information.
23 This has been established by regressing a binary indicator taking the value of one if a
shipment is allocated to the red channel and zero otherwise on a binary indicator taking
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3. Dataset and descriptive evidence

Ourmain dataset consists of transaction level export data from 2002
to 2011 from the Uruguayan customs agency. Specifically, each record
includes the firm's tax ID, the product code (10-digit HS), the customs
through which the shipment exits Uruguay, the destination country,
the foreign buyer, the transport mode, the export value in US dollars,
the quantity (weight) in kilograms, the channel through which the
transaction was processed (either green or red), the date in which the
customs-processing of the shipment was requested (channel request)
and date in which the shipment was authorized to leave the customs
(release date) (Fig. 1). We should mention herein that the sum of
these firms' exports virtually add up to the total merchandise exports
as reported by the Uruguayan statistical office (INE—Instituto Nacional
de Estadística), with the annual difference being always less than 1.5%.

The upper panel of Table 1 reports Uruguay's total exports in 2002
and 2011 along with key aggregate extensive margin indicators and
customs processing patterns, namely, the portion of transactions going
through red channel and the median time spent in customs conditional
on this channel. Roughly 15.2% of the transactionswent through the red
channel and were accordingly subject to material inspection from 2002
to 2011; this portion declined towards the end of the sample period.

It is worth noting that shipments going through the green channel
are always cleared within one day (i.e., the same day the broker re-
quests the channel), whereas release of goods whose exports were sub-
ject to red channel can take one day or substantially longer.21 This can
be seen in Fig. 3, which presents a kernel density estimate of the distri-
bution of the number of days spent in customs over all transactions
21 Someof the delayswe observe in the data are unreasonably high (several hundred days)
likely due to entry error. To address this problem we drop the highest 0.5 percentile of the
delays from the dataset. However, our main results are robust to including these observa-
tions. These alternative estimation results are available from the authors upon request.
allocated to the red channel in 2011.22 This highlights that single dimen-
sional figures can hide an ample variability of administrative-driven
delays, which may potentially have significant and heterogeneous im-
plications for firms' export outcomes and their dynamics. In particular,
in the case of Uruguay, evidence (weakly) suggest that time-sensitive
and differentiated products would be less likely to be allocated to the
red channel and, conditional on being physically inspected, the time
shipments consisting of these goods spend in customs tends to be
shorter.23

Further, customs delays can substantially change over time. In fact,
the median clearance time for those transactions subject to red channel
increased from 2 to 5 days between 2003 and 2011. More generally, as
illustrated by Fig. 4, the distribution of these delays experienced a sub-
stantial shift to the right between these years, particularly in its upper
part.

In this regard, it should be noted that the absolute number of trans-
actions subject to material inspection slightly declined since 2008,
which suggests that increased delays cannot be traced back to the ex-
pansion in the number of export shipments registered over this period.
Instead, the reduction in the number of employees that carry out the
verifications of export shipments is likely to have played a role in this
development. This number decreased 30% from 2003 to 2011, primarily
because of the pensioning of employees who reached the retirement
age and the fact that there were no incorporations of personnel for a
number of years due to the 1995 public administration law that froze
hiring of public employees. In fact, a regression of the median delay
under the red channel on the total number of officials conducting phys-
ical inspections at individual customs offices over the period 2003–2011
reveals that a 10% reduction in the number of inspectors is associated
the value of one if the good is time-sensitive as defined in Section 5 (or alternatively dif-
ferentiated according to the classification proposed by Rauch (1999) and zero otherwise,
andmonth–year fixed effects, firm–destination fixed effects, or firm–destination–month–
yearfixed effects. Results using the (natural logarithmof the) time-in-customs conditional
on being assigned to the red channel as dependent variable convey the samemessage. Es-
timates are available from the authors upon request.



Fig. 4. Distribution of customs clearance times conditional to red channel, 2003 and 2011.
The figure shows the distributions of customs clearance times in days in 2003 and 2011
until the 99.5th percentile (i.e., the highest 0.5 percentile is excluded).
Source: Authors' calculations based on data from DNA.
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with a 5.8% increase in the median number of days spent in customs
when allocated to the red channel, after netting out time invariant cus-
toms offices and year-specific factors.24

The lower panel of Table 1 characterizes the average Uruguayan ex-
porter in these years. On average, in 2011 exporting firms sold 4.4 prod-
ucts to 7 buyers in 3.3 countries for approximately 4.2 million US
dollars. In so doing, each of these firms made 59.6 annual shipments
through 1.8 customs.

4. Empirical methodology

We aim to estimate the effects of time spent in customs on exports.
Clearly, factors other than customs procedures may affect firms' foreign
sales. Thus, exportsmay have changed because of lower firm productiv-
ity or decreased foreign demand for its products. Failure to properly ac-
count for these other factors would result in biased impact estimates. A
possible strategy to isolate these potential confounders consists of using
disaggregated export data and including appropriate sets offixed effects
in the equation estimated on these data. We adopt this approach here.
In particular, our empirical model of exports is as follows:

lnXfpct ¼ αlnDfpct þ λ f pc þ δft þ ρepct þ εfpct ð1Þ

where f denotes firm,p epð Þ stands for product at the HS-10 (HS-6) digit-
level, c indicates country, and t indexes year (i.e., transaction-level data
are aggregated by year).25 The main variables are X and D. The former
represents export value.26 The latter is the median delay experienced
24 More formally, we regress the (natural logarithm of the) median delay under the red
channel on the (natural logarithm of the) total number of inspectors and customs office
and year fixed effects. A table with the estimation results is available from the authors up-
on request.
25 Ideally, onewould like to take advantage of transaction-level data to compare exports
before and after allocation to the red channel or a delay in a given transaction. However,
there are two strong reasons to work with lower frequency data. First, firms export at dif-
ferent points in time,whichmakes it particularly difficult to properly identify the compar-
ison group for those shipments subject to inspections and delays. Second and related,
there is lumpiness in exports, i.e., most firms sell abroad at specific dates and then there
are long periods of inaction (e.g., Armenter and Koren, 2014). As a consequence, estima-
tions based on higher frequency data and accordingly shorter variations (e.g., month-to-
month changes)would primarily identify the effects of delays on a particular set of export
flows—those with year-round shipments. In short, lumpiness complicates the identifica-
tion of the impacts of interest using highest frequency data.
26 The presentation hereafter focuses onfirms' exports, butmutatismutandis also applies
to other export outcomes along the extensive margin (e.g., number of shipments and
number of buyers) and the intensivemargin (e.g., average exports per shipment and aver-
age exports per buyer).
by all shipments of product p from firm f to destination country c in
year t.27 We use the median delay because it is more representative of
the central tendency of the data. The average, instead, can be strongly
affected by extreme delays (e.g., Greene, 1997). The coefficient on D,
α, is accordingly our parameter of interest. If α b 0 (α = 0), then in-
creased delays associated with longer customs processing times have
a negative (no) impact on exports. The remaining terms of Eq. (1) cor-
respond to control variables. Thus, λfpc is a set of firm-product–destina-
tion fixed effects that captures, for instance, the firm's knowledge of the
market for a given product in a given country; δft is a set of firm-year
fixed effects that accounts for time-varying firm characteristics
(e.g., size), competences (e.g., delivery of goods according to the speci-
fications agreed upon), overall performance (e.g., productivity), and
firm-level public policies (e.g., export promotion) aswell as the compa-
nies' changing abilities to comply with customs regulations and proba-
bilities of being selected for material inspection (which we assume
might potentially occur if a firm fails a verification in the past); ρepct is
a set of product-destination-year fixed effects that controls for prod-
uct–destination shocks such as changes in tariffs applied on products
across importing countries, specific variations in international transport
costs, and fluctuations in demand for goods across markets; for poten-
tially different probabilities of being allocated to the red channel across
product–destination pairs; and for time-varying trade costs associated
with customs and other administrative procedures in the various desti-
nations; and ε is the error term.

In estimating Eq. (1), we use first-differencing to eliminate the firm–

product–destination fixed effects. We therefore estimate the following
baseline equation:

Δ lnXfpct ¼ αΔlnDfpct þ δ0ft þ ρ0epct þ ε0fpct ð2Þ

where Δ ln Dfpct = ln Dfpct − ln Dfpct − 1; δft′ = δft − δft − 1 accounts for
firm heterogeneity;ρ 0epct ¼ ρepct−ρepct−1

absorbs all product–destination

shocks; and εfpct′ = εfpct − εfpct − 1.28

Note that, by comparing changes over time in exports that do not
suffer from changes in delays and those for exports that experience in-
creased delays, we are controlling for observed and unobserved time-
invariant factors as well as time-varying ones common to both groups
that might be correlated with being exposed to customs delays and ex-
ports. In addition, Eq. (2) includes fixed effects that account for system-
atic differences across firms and product–destination shocks, thus
substantially reducing the risk of omitted variable biases and particular-
ly of heterogeneity in export dynamics. Further in this sense, given the
mechanism of allocation to the verification channel (see Section 2)
and that exportersmight be aware of itsmain criteria, these fixed effects
can be considered to also at least partially account for exporters' expec-
tations on time-in-customs over time. Under this interpretation, we are
primarily identifying the effects of deviations from these expected de-
lays. Such deviations can be costly in terms of trade. More specifically,
uncertainty in time to complete customs procedures and uncertainty
in delivery times in general make it harder to meet delivery deadlines
and can thereby negatively affect exports (e.g., Freund and Rocha,
2011; Clark et al., 2013). In particular, buyers are likely to be imperfectly
informed about the nature of the delays in the delivery of the goods they
ordered and, faced with these delays, may simply opt to buy less from
the firms in question and even directly source elsewhere.
27 Note that shipments of a given firm–product–destination export flow that are all
clearedwithin one day in a given year have amedian delay of one, that is, ln(1)=0. Those
taking generally longer to go through customs have higher values.
28 We are implicitly assuming that increases and decreases of delays have symmetric ef-
fects. Note, however, that our results on thefirst delay (aswell asfirst red channel) report-
ed in Section 5,whichonly consider non-negative changes in delays (or in allocation to the
red channel), are entirely consistent with the baseline based on Eq. (2). From an economic
point of view, exporters can expand their foreign sales in response to the lower trade costs
associated with shorter delays.
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The issue remains, though, that actual delays can be endogenous to
firms' exports for several reasons. Thus, for instance, one could conceiv-
ably think that larger foreign sales in given firm–product–destination-
year quadruples lead to longer time-in-customs. In order to isolate a
source of variation in these administrative delays that are exogenous
with respect to exports, we exploit the mechanics of customs proce-
dures described in Section 2. As explained there, conditional on firms
and product–destination combinations, shipments can be seen as ran-
domly allocated to physical inspection, which may result in longer cus-
toms processing times. Hence, we use the median allocation to the red
channel as an instrument for the median delay and estimate Eq. (2) by
IV. The first stage equation is as follows:

Δ lnDfpct ¼ βΔRCfpct þ γft þ πepct þ μ fpct ð3Þ

where RC is themedian allocation to the red channel;ΔRCfpct=RCfpct−
RCfpct − 1; γft is a set of firm-year fixed effects; πepct is a set of product–

country-year fixed effects; and μ is the error term. RC takes the value
of one if 50% ormore of the shipments in a given firm–product–destina-
tion–year quadruple is assigned to the red channel. The rationale for
using this indicator, which also corresponds to the modal allocation, is
threefold. First, we use the median to summarize the main explanatory
variable—actual time spent in customs—at the level of the estimating
data for the reasons explained above. We also resort to the median in
the case of channel assignment for consistency. Second, the natural al-
ternative, the sample proportion, has the drawback that the total num-
ber of shipments appears explicitly in the denominator. As shown later,
this is affected by customs delays, thusmaking an average-based instru-
ment less clean. In contrast, themedian does not depend directly on the
actual number of transactions.29 Third, as for the specific share of firm–

product–destination transactions under the red channel, it should be
kept inmind that a non-negligible portion of the red-channeled transac-
tions are released within one day as their counterparts processed under
the green channel (see Fig. 4). As a consequence, the relationship be-
tween delays and allocation to the red channel conditional on having
at least one shipment assigned to physical inspection becomes weaker
as one becomes “more liberal” in considering a flow as red-channeled
(i.e., requires that the red channel makes up smaller portions of the
total number of shipments). In other words, using higher percentiles
will imply moving several firm–product–destination flows that do no
experience any delays relative to similar flows processed under the
green channel from the “control group” to the “treated group”, thus
negatively affecting the strength of our instrument. This can be clearly
seen by estimating the equivalent to our first stage equation for the
sample of observations with at least one transaction subject to the red
channel. Our preferred median-based specification has a higher
F-statistics than the alternatives. In fact, it maximizes the F-statistics of
this partial and thereby of our actual first stage estimation.30

To be a valid instrument, the median allocation to the red channel
should predict observed delays, but it should be otherwise uncorrelated
with exports. This involves two conditions. First, allocation to material
verification must be correlated with delays once other relevant vari-
ables have been netted out. This can be expected to be the case, as
firm–product–destination exports with more than half of their
29 Moreover,most exportflows consist of a relatively small number of shipments. Specif-
ically, 75% of these flows have 8 transactions or less. Hence, the distribution of proportions
is not necessarily smoother. In fact, 60% of the changes in the allocation to the red channel
over time as determined using the median coincide with those computed based on the
mean.
30 One could work with percentiles other than the median. Note, however, that only
from the 70th percentile downwards (i.e., firm–product–destination flows with 30% or
more of their shipments under the red channel), the F-statistics is above 1, and only from
the 60th percentile downwards (i.e., firm–product–destination flowswith 40% ormore of
their shipments under the red channel), the F-statistics exceeds 10. It is worth noting that
our findings remain robust to using these percentiles instead of the median allocation to
the red channel. These estimation results are available from the authors upon request.
transactions subject to physical inspection are likely to experience lon-
ger delays. Second, the assignment to the red channel must be uncorre-
lated with the error term once conditioned on all other relevant
explanatory variables. In other words, it must be exogenous, which re-
quires properly controlling for factors that influence exports and are
correlated with this assignment. This is precisely what the firm–year
and product–destination–year fixed effects do. While the exclusion re-
striction cannot be formally tested because there is only one instrument
for the endogenous variable, this restriction is fulfilled by definition
since allocation to the red channel cannot affect foreign sales through
channels other than delays themselves.

Two issues areworthmentioning here. First, customs controls aim to
detect irregularities. Some of the shipments that are inspected and are
delayed can have such irregularities. In this case, delays cannot be at-
tributed to customs operation but to exporters' actions, which can also
make them endogenous. In order to ensure that this does not contami-
nate our estimates, we use a unique piece of information contained in
our dataset that indicates whether there was a problem with a particu-
lar shipment and, if so, which type (e.g., inconsistency between docu-
ments and actual shipment). In particular, we proceed to remove all
these irregular transactions or all transactions from involved firm–

product–destinations or firms in the years in which an irregularity
was detected. Second, by the law of large numbers, when exports con-
sist of several transactions going through customs in a given period,
probabilities of being allocated to the red channel will tend to their re-
spective expected values, thus reducing their randomness component.
A strategy to deal with this is to restrict the sample to exports with rel-
atively few shipments. However, this could come at a price in terms of
external validity, as these estimates will likely be more representative
for certain firms and product–destinations than for all of them. We
therefore estimate Eqs. (2) and (3) both on the entire sample and on
subsamples including only those exports with a relatively small number
of transactions.

Estimation of Eqs. (2) and (3) can be potentially affected by serial
correlation because it relies on non-trivial time series. In our baseline es-
timation, we therefore allow for an unrestricted covariance structure
over time within firm–product–destinations, which may differ across
them (Bertrand et al., 2004).

The baseline equation assumes that the effect of customs delays on
exports is symmetric across firms, products, and destinations. There
are, however, reasons to believe that these effects may differ among
groups of firms, products, and destinations, in which case such a restric-
tion would not hold. Thus, for instance, impacts can be larger for time-
sensitive products (e.g., Djankov et al., 2010) or in destinations with a
tougher competition (e.g., Mayer et al., 2014; Carballo et al., 2013).
Hence, we also generalize this equation to explore the existence of het-
erogeneous effects across those groups as follows:

Δ lnXfpct ¼
XI

i¼1
αiΘiΔ lnDfpct þ δ0ft þ ρ0epc þ ε0f pc ð4Þ

where i indexes the groups of firms, products, or countries, and their
combinations; and Θ is the corresponding group indicator.31 These po-
tentially asymmetric effects can inform how clearance times impact
on exports.

5. Estimation results

5.1. Baseline results and robustness

The first four columns in Table 2 present OLS and IV estimates of
Eq. (2) along with the respective estimates of Eq. (3) for the latter,
both for the entire sample and for the “First Delay” subsample. This lat-
ter subsample creates a common “before treatment” period for both
31 Thenon-conditional effects of the variables that form the interaction terms are already
accounted for by the sets of fixed effects.



Table 2
The impact of customs delays on firms’ exports.
Baseline estimation and first delay.

Baseline specification

ΔlnD ΔD

OLS IV OLS IV

1st stage F-statistics 2nd stage 1st stage F-statistics 2nd stage

Customs delay −0.184 0.816 −0.380 −0.028 2.726 −0.114
Heteroscedasticity-consistent (0.028)*** (0.024)*** 1,172.3 (0.047)*** (0.006)*** (0.129)*** 447.1 (0.014)***
Cluster firm–product–destination (0.030)*** (0.030)*** 732.1 (0.051)*** (0.006)*** (0.152)*** 323.4 (0.015)***
Cluster firm (0.037)*** (0.120)*** 46.2 (0.070)*** (0.008)*** (0.446)*** 37.3 (0.021)***
Cluster product (0.041)*** (0.081)*** 100.4 (0.063)*** (0.008)*** (0.279)*** 95.5 (0.019)***
Cluster destination (0.059)*** (0.173)*** 22.2 (0.069)*** (0.013)** (0.580)*** 22.1 (0.021)***
Cluster product–destination (0.033)*** (0.043)*** 360.4 (0.055)*** (0.007)*** (0.189)*** 208.0 (0.016)***
Cluster chapter HS2–destination (0.044)*** (0.112)*** 52.9 (0.065)*** (0.010)*** (0.413)*** 43.7 (0.019)***
Cluster firm–product (0.031)*** (0.041)*** 396.6 (0.053)*** (0.006)*** (0.182)*** 223.4 (0.016)***
Cluster firm–chapter HS2 (0.037)*** (0.112)*** 53.4 (0.071)*** (0.008)*** (0.420)*** 42.2 (0.021)***
Cluster firm–destination (0.034)*** (0.054)*** 224.2 (0.056)*** (0.007)*** (0.228)*** 143.4 (0.017)***

Firm–year fixed effect Yes Yes Yes Yes Yes Yes
Product–destination–year fixed effect Yes Yes Yes Yes Yes Yes

Observations 63,471 63,471 63,471 63,471 63,471 63,471

First delay

ΔlnD ΔD

OLS IV OLS IV

1st stage F-statistics 2nd stage 1st stage F-statistics 2nd stage

Customs delay −0.188 0.683 −0.455 −0.028 2.357 −0.132
Heteroscedasticity-consistent (0.035)*** (0.026)*** 673.9 (0.063)*** (0.007)*** (0.143)*** 270.8 (0.018)***
Cluster firm–product–destination (0.035)*** (0.030)*** 533.4 (0.066)*** (0.007)*** (0.152)*** 241.6 (0.019)***
Cluster firm (0.039)*** (0.119)*** 32.9 (0.089)*** (0.009)*** (0.450)*** 27.4 (0.026)***
Cluster product (0.045)*** (0.080)*** 72.4 (0.078)*** (0.009)*** (0.281)*** 70.5 (0.023)***
Cluster destination (0.051)*** (0.174)*** 15.3 (0.079)*** (0.012)** (0.628)*** 14.1 (0.023)***
Cluster product–destination (0.038)*** (0.042)*** 268.2 (0.069)*** (0.008)*** (0.188)*** 157.4 (0.020)***
Cluster chapter HS2–destination (0.046)*** (0.114)*** 36.2 (0.080)*** (0.010)*** (0.426)*** 30.7 (0.023)***
Cluster firm–product (0.036)*** (0.040)*** 286.7 (0.070)*** (0.007)*** (0.181)*** 169.0 (0.020)***
Cluster firm–chapter HS2 (0.038)*** (0.111)*** 37.6 (0.090)*** (0.008)*** (0.424)*** 31.0 (0.026)***
Cluster firm–destination (0.039)*** (0.053)*** 165.8 (0.071)*** (0.008)*** (0.228)*** 107.1 (0.021)***

Firm–year fixed effect Yes Yes Yes Yes Yes Yes
Product–destination–year fixed effect Yes Yes Yes Yes Yes Yes

Observations 59,061 59,061 59,061 59,061 59,061 59,061

Source: Authors' calculations based on data from DNA.
The table reports OLS and IV estimates of Eq. (2) alongwith estimates of Eq. (3) for both the entire sample and when restricting the sample to exports that never faced a delay in the past.
Eq. (2): The dependent variable is the change in the natural logarithmof export value at thefirm–product–destination–year level. Themain explanatory variables are the change in natural
logarithm of the median number of days spent in customs (ΔlnD) or the absolute change in the median number of days spent in customs (ΔD). Eq. (3): The dependent variable is the
change in the natural logarithmof themedian number of days spent in customs (ΔlnD) or the absolute change in themedian number of days spent in customs (ΔD). Themain explanatory
variable is the change in themedian allocation to the red channel (ΔRC). Firm–year fixed effects and product–destination–year fixed effects are included (not reported). Robust standard
errors are reported in parentheses below the estimated coefficients. Standard errors clustered at alternative levels are shown next. * Significant at the 10% level; ** significant at the 5%
level; *** significant at the 1% level. The significance indicator is presented along with the respective standard errors.
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“treated” and “control” observations. It includes all exports that never
faced delays before (“first delay”), that is, we are strictly comparing ex-
ports that experience a delay in a certain year and exports that do not
suffer from delays the same year conditional on not having been subject
to delays in the past.32 Both OLS and IV estimates concur in suggesting
that customs-driven delays have a significant negative effect on
exports.33 According to the latter, exports decline by 3.8% in response
to a 10% increase in customs delays. Columns four to eight of Table 2
32 Thus, for 2003 we only include exports that did not experience delays in 2002 and for
2004 we consider exports that did not suffer from any delay in 2002 and 2003, and so on.
Accordingly, the number of observations differs between the upper panel (entire sample)
and the lower panel (first delay) of Table 2. Results are similarwhenwe also exclude from
the sample flows consisting of shipments allocated to the red channel but not facing lon-
ger delays than their counterparts processed under the green channel. These alternative
results are available from the authors upon request.
33 Estimations have been carried out using the STATA command felsdvreg (Cornelissen,
2008).
report the estimates of a variant of Eq. (2) where the main explanatory
variable is the absolute change in the time it takes for customs to release
the goods instead of its logarithmic change.34 In particular, the IV esti-
mated coefficient indicates that an increase of one day in the time
spent in customs translates into a reduction of 11.4% in exports.35

Note that the IV estimates are larger (in absolute value) than their OLS
counterparts.36 This is precisely what one would expect if, conditional
on being assigned to the red channel, larger exports are associated
34 In all subsequent tables we use the specification with delays in natural logarithm. Re-
sults based on the non-log specification are virtually the same. An appendix that repro-
duces all tables in the paper for this specification is available from the authors upon
request.
35 We have also estimated an alternative specification which additionally includes the
quadratic delay. This term is not significant in the log specification and marginally signif-
icant and extremely small in the no-log specification. Further, the significance of this term
in the latter does not survive to robustness checks. These estimation results are available
from the authors upon request.
36 Still, both sets of estimates are qualitatively comparable. This is hardly surprising given
the evidence on the randomness of delays presented in Section 2.



Table 3
The impact of customs delays on firms’ exports.
Samples excluding shipments with irregularities and firm-product-destination exports consisting of a large number of shipments.

Sample excluding shipments with irregularities

Shipments Firm–product–country–year Firm–year

OLS IV OLS IV OLS IV

ΔlnD −0.191⁎⁎⁎

(0.030)
−0.393⁎⁎⁎

(0.052)
−0.186⁎⁎⁎

(0.033)
−0.398⁎⁎⁎

(0.055)
−0.197⁎⁎⁎

(0.049)
−0.381⁎⁎⁎

(0.085)
ΔRC (1st stage) 0.812⁎⁎⁎

(0.030)
0.806⁎⁎⁎

(0.031)
0.692⁎⁎⁎

(0.037)

F-statistics 721.5 670.6 344.2

Firm–year fixed effect Yes Yes Yes Yes Yes Yes
Product–destination–year fixed effect Yes Yes Yes Yes Yes Yes

Observations 63,098 63,098 58,765 58,765 39,947 39,947

Sample excluding firm-product-destination exports consisting of a large number of shipments

Up to 10 shipments Up to 7 shipments Up to 5 shipments

OLS IV OLS IV OLS IV

ΔlnD −0.155⁎⁎⁎

(0.039)
−0.348⁎⁎⁎

(0.068)
−0.123⁎⁎⁎

(0.043)
−0.304⁎⁎⁎

(0.077)
−0.098⁎

(0.052)
−0.22⁎⁎

(0.089)
ΔRC (1st stage) 0.857⁎⁎⁎

(0.039)
0.878⁎⁎⁎

(0.045)
0.922⁎⁎⁎

(0.055)

F-statistics 471.4 380.5 284.6

Firm–year fixed effect Yes Yes Yes Yes Yes Yes
Product–destination–year fixed effect Yes Yes Yes Yes Yes Yes

Observations 44,155 44,155 38,138 38,138 31,803 31,803

Source: Authors' calculations based on data from DNA.
The table reports OLS and IV estimates of Eq. (2) alongwith estimates of Eq. (3). In the upper panel the specific irregular shipments (shipments), all shipments of involved firm–product–
destinations (firm–country–product–year), and all shipments of involved firms (firm–year) in the respective years are alternatively dropped from the estimating sample. In the lower
panel firm–product–destination exports consisting of more than 10 shipments (up to 10 shipments), more than 7 shipments (up to 7 shipments), and more than 5 shipments (up to 5
shipments) are alternatively removed from the estimating sample. Eq. (2): The dependent variable is the change in the natural logarithm of export value at the firm–product–destina-
tion–year level. Themain explanatory variable is the change in the natural logarithmof themedian number of days spent in customs (ΔlnD). Eq. (3): The dependent variable is the change
in the natural logarithmof themedian number of days spent in customs (ΔlnD). Themain explanatory variable is the change in themedian allocation to the red channel (ΔRC). Firm–year
fixed effects and product–destination–year fixed effects are included (not reported). Standard errors clustered by firm–product–destination are reported in parentheses below the esti-
mated coefficients. * Significant at the 10% level; ** significant at the 5% level; *** significant at the 1% level.
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with longer time-in-customs. This could be the case because it simply
takes longer to verify larger shipments.37

The F-test statistic is well above 10 (Staiger and Stock, 1997) and
11.52 (Stock and Yogo, 2005) in all cases, thus indicating that allocation
to physical inspection is correlated with actual delays. As for the exclu-
sion restriction, it should be recalled that it holds by definition as this al-
location can only affect exports through clearance times. In making
inferences we use standard errors clustered by firm–product–destina-
tion. Admittedly, exports may be potentially correlated across other di-
mensions, e.g., across products or destinations for given firms or across
firms in given products, or destinations. Hence, we have also re-
estimated Eqs. (2) and (3) using alternative clustered errors to account
for these potential correlations.More specifically, we also consider stan-
dard errors clustered at the firm, product, destination, product–destina-
tion,firm–destination, andfirm–product levels. The results are robust to
these alternative clusterings.

At this point the rationale behind the observed estimated ef-
fects is worth explaining. As discussed in Section 2, unexpected
37 We have also exploited our transaction-level data to estimate by IV a cross-section
variant of our baseline equation day-by-day based on two-year windows around each of
these dates—one year before and one year after. In so doing, we have first considered all
transactions in the respective dates and, second, we have restricted the sample to those
shipments processed under the green channel the previous year. Results from these
roughly 2,500 regressions shows that approximately 80% of the IV estimates of the coeffi-
cient on the variable capturing delay are negative and significant. These estimation results
are fully in line with our baseline and are available from the authors upon request.
customs delays in specific export transactions do not affect those
particular transactions. However, such longer than expected
times-in-customs can influence export shipments later in the
same year. These are precisely the effects captured by our estima-
tions, which are based on yearly data aggregated from the original
transactional ones. A natural way to assess whether this is actually
the case is to allow for different effects depending on the month
of the year in which shipments are made and delays occur. In par-
ticular, if our hypothesis is right, then the impact should be larger
for export flows subject to physical inspections and delayed early
in the year compared to those late in the year. Specifically, delays
on shipments initiated in December should have virtually no
impact on the respective total export flow in that year. In order to
explore this, we exploit our transaction-level data and estimate
an equation that allows for different effects depending on whether
the first shipment of a firm–product–destination export flow takes
place in December or in the other months. As expected, the
estimates indicate that delays do not result in a reduction in
exports when shipments start in December. The same holds for ex-
port flows that experience their first delay ever in a December
transaction.38

A simple back-of-the-envelope calculation based on the IV estimates
reveals that, if all exports would have been physically inspected and
such inspections would have taken two days, total exports in 2011
would have been 16.4% smaller than they actually were (8.4% if OLS
38 These results are available from the authors upon request.



Table 4
The impact of customs delays on firms’ exports.
Alternative specifications and lagged effects.

Alternative specifications

Year to year changes

OLS IV OLS IV OLS IV OLS IV

ΔlnD −0.108⁎⁎⁎

(0.015)
−0.248⁎⁎⁎

(0.028)
−0.197⁎⁎⁎

(0.042)
−0.395⁎⁎⁎

(0.063)
−0.191⁎⁎⁎

(0.035)
−0.374⁎⁎⁎

(0.060)
−0.193⁎⁎⁎

(0.044)
−0.468⁎⁎⁎

(0.074)
ΔRC (1st stage) 0.677⁎⁎⁎

(0.013)
0.937⁎⁎⁎

(0.043)
0.854⁎⁎⁎

(0.038)
0.800⁎⁎⁎

(0.041)

F-statistics 2,749.5 481.7 508.1 378.0

Firm–year fixed effect No No Yes Yes No No No No
Product–destination–year fixed effects No No No No Yes Yes Yes Yes
Product HS10–destination–year fixed effect No No Yes Yes No No No No
Firm–product–year fixed effect No No No No Yes Yes No No
Firm–destination–year fixed effect No No No No No No Yes Yes

Observations 63,471 63,471 63,471 63,471 63,471 63,471 63,471 63,471

Semester-to-semester changes Firm–product–destination–buyer level data

OLS IV OLS IV OLS IV OLS IV

ΔlnD −0.053⁎⁎⁎

(0.017)
−0.216⁎⁎⁎

(0.056)
−0.057⁎⁎⁎

(0.014)
−0.245⁎⁎⁎

(0.043)
−0.152⁎⁎⁎

(0.043)
−0.286⁎⁎⁎

(0.068)
−0.163⁎⁎

(0.079)
−0.244⁎⁎

(0.120)
ΔRC (1st stage) 0.768⁎⁎⁎

(0.035)
0.787⁎⁎⁎

(0.028)
0.976⁎⁎⁎

(0.057)
1.044⁎⁎⁎

(0.107)

F-statistics 802.7 486.6 289.6 95.6

Firm–product–destination–year fixed effect Yes Yes No No Yes Yes No No
Firm–product HS10 destination–year fixed effect No No Yes Yes No No Yes Yes
Semester/buyer–year fixed effect Yes Yes Yes Yes Yes Yes Yes Yes

Observations 87,482 87,482 87,482 87,482 79,365 79,365 79,365 79,365

Lagged Effects

OLS IV OLS IV OLS IV

ΔlnD −0.252⁎⁎⁎

(0.046)
−0.465⁎⁎⁎

(0.075)
−0.246⁎⁎⁎

(0.059)
−0.469⁎⁎⁎

(0.099)
−0.313⁎⁎⁎

(0.072)
−0.562⁎⁎⁎

(0.120)
ΔlnD (−1) −0.006

(0.040)
−0.030
(0.064)

0.032
(0.056)

−0.050
(0.093)

−0.021
(0.074)

−0.237⁎⁎

(0.120)
ΔlnD (−2) −0.012

(0.047)
−0.072
(0.081)

−0.050
(0.066)

−0.190
(0.120)

ΔlnD (−3) −0.053
(0.056)

−0.078
(0.107)

Firm–year fixed effect Yes Yes Yes Yes Yes Yes
Product–destination–year fixed effect Yes Yes Yes Yes Yes Yes

Observations 39,301 39,301 26,183 26,183 17,801 17,801

Source: Authors' calculations based on data from DNA.
Thefirst panel of the table report OLS and IV estimates of Eq. (2) alongwith the respective estimates of Eq. (3). Eq. (2): thedependent variable is the change in the natural logarithmof export value
at the firm−product−destination level. Themain explanatory variable is the change in the natural logarithm of themedian number of days spent in customs (ΔlnD). Eq. (3): the dependent var-
iable is the change in thenatural logarithmof themediannumberof days spent in customs(ΔlnD). Themain explanatoryvariable is change in themedianallocation to the red channel (ΔRC). In the
first panel, changes are computed across years. No fixed effects are included in the first and second columns; firm−year fixed effects and HS 10-digit product–destination–year fixed effects are
included in the third and fourth columns; firm–product–year fixed effects and product–destination–year fixed effects are included in the fifth and sixth columns; and firm–country–year fixed
effects and product–destination–yearfixed effects are included in the seventh and eight columns (not reported). The second panel showsOLS and IV estimates of Eq. (2) alongwith the respective
estimates of Eq. (3) based on data at thefirm–product–destination–year–semester level (left) and at thefirm–product–destination–buyer–year level (right). Firm–product–destination–yearfixed
effects and semester fixed effects are included in the first and second columns; firm–HS10 product–destination–year fixed effects and semester fixed effects are included in the third and fourth
columns; firm–product–destination–year fixed effects and buyer–year fixed effects are included in the fifth and sixth columns; and firm–HS10 product–destination–year fixed effects and buyer–
yearfixedeffects are included in the seventhandeight columns (not reported). The thirdpanel of the table reportsOLS and IVestimates of amodifiedversionofEq. (2) that incorporates up to three
lags of themain explanatory variable alongwith the respective estimates of Eq. (3). A tablewith the F-statistics is available from the authors upon request. Firm–year and production–destination–
year fixed effects are included (not reported). Firm–year and production–destination–year fixed effects are included (not reported). Standard errors clustered by firm–product–destination are re-
ported in parentheses below the estimated coefficients. * Significant at the 10% level; ** significant at the 5% level; *** significant at the 1% level.
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estimates are used).39 This provides us with a simple, direct measure of
39 This simulation assumes that there are no cross-effects, i.e., decreased exports of a
product to a destination by Uruguayan firms experiencing longer customs delays are not
compensated by increased exports of the same product to the same destination by other
Uruguayan firms not suffering from such delays. This is consistent with what we observe
whenwe estimate an expanded version of the baseline equation inwhichwe include as an
additional explanatory variable the median delay faced by other firms selling the same
product to the same destination. These results are available from the authors upon
request.
the benefits of having risk-based inspection procedures as opposed to
manually inspecting every single transaction as done in certain
countries.40 In addition to their actual coverage, the speed of the con-
trols also matters. In this sense, if all shipments that were subject to
the red channel and spent more than two days in customs would have
40 We should acknowledge that there might be a partially compensating effect. Control-
ling all shipments might potentially induce exporters to better prepare their shipments
and the associated documentations, which could reduce the share of shipments with ir-
regularities and thereby the time in customs.



42 These results are available from the authors upon request.
43 While shipmentswith irregularities tend to spendmore time in customs, their remov-
al does not seem to substantially modify the underlying distribution of delays.
44 These latter estimation results are available from the authors upon request.
45 In our baseline estimations we do not distinguish across the 16 customs offices oper-
ating inUruguay (Table 1). Itmight be the case that our results are drivenby a specific sub-
set of branches. Hence, we have also added main customs–year or individual customs–
year fixed effects. Results based on these alternative specifications of the main estimating
equation are similar to those shown here. Moreover, the same holds whenwe restrict the
sample to those firm–product–destination–year quadruples that exit the country through
just one customs office (roughly 90% of the cases). These results are available from the au-
thors upon request.
46 On the other hand, a larger set of fixed effects impose larger restrictions on the estima-
tion sample. However, this does not seem to drive our results. Estimates based on specifi-

Table 5
The impact of customs delays on firms’ exports.
First delays and placebos.

Year-to-year changes

OLS IV Placebo

ΔlnD −0.268⁎⁎⁎

(0.064)
−0.630⁎⁎⁎

(0.116)
0.028

(0.083)
ΔRC (1st stage) 0.691⁎⁎⁎

(0.050)

F-statistics 187.9

Firm–year fixed effect Yes Yes Yes
Product–destination–year fixed effect Yes Yes Yes

Observations 44,569 44,569 32,290

Semester-to-semester changes

OLS IV Placebo

ΔlnD −0.169⁎⁎⁎

(0.062)
−0.633⁎⁎⁎

(0.153)
0.052

(0.059)
ΔRC (1st stage) 0.290⁎⁎⁎

(0.017)

F-statistics 307.4

Firm–product–destination year fixed effect Yes Yes Yes
Semester fixed effect Yes Yes Yes

Observations 65,769 65,769 50,298

Source: Authors' calculations based on data from DNA.
The table reports OLS and IV estimates of Eq. (2) along with estimates of Eq. (3) when
restricting the sample to exports that never faced a delay in the past. In the placebo exer-
cises first delays are allocated to the immediately previous period and these equations are
on the sample of firm–product–destination exports actually not suffering from any delay.
In each panel the same set of firm–product–destinations is considered. In the first panel,
estimates are based on data at the firm–product–destination–year level, whereas in the
second panel, estimates are based on data at the firm–product–destination–year–semes-
ter level. Eq. (2): the dependent variable is the change in the natural logarithm of export
value. The main explanatory variables is the change in natural logarithm of the median
number of days spent in customs (ΔlnD). Eq. (3): the dependent variable is the change
in the natural logarithm of the median number of days spent in customs (ΔlnD). The
main explanatory variable is the change in the median allocation to the red channel
(ΔRC). Firm–year fixed effects and product–destination–year fixed effects are included
in the first panel and firm–product–destination–year fixed effects and semester fixed ef-
fects are included in the second panel (not reported). Standard errors clustered by firm–

product–destination are reported in parentheses below the estimated coefficients. * Sig-
nificant at the 10% level; ** significant at the 5% level; *** significant at the 1% level.
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been releasedwithin two days as suggested by the Doing Business, total
foreign sales in 2011would have been 3.6% larger. Further, if these ship-
ments would have been authorized to leave customs within one day as
those processed under the green channel were, exports would have
been 5.9% larger. This latter export response is far from negligible as,
for instance, it corresponds to more than 6 times the annual
budget allocated to Uruguay's national customs DNA and more than
100 times the annual budget of Uruguay's national export promotion
organization Uruguay XXI, but it is still smaller than those estimated
from aggregated data (e.g., Djankov et al., 2010).41

As discussed in Section 4, documental and physical inspections aim to
detect irregularities such as inconsistencies between different customs
documents (e.g., bill and declaration) as well as between documents
and actual composition of shipments. According to customs registers, a
fraction of observed delays can be traced back to such irregularities.
These delays, which are caused by deviations that controls precisely
seek to uncover, can be endogenous tofirms' actions. In fact, if we regress
the (natural logarithm of the) delay of a firm–product–destination ex-
port transaction on a binary indicator taking the value of one if an
41 According to the estimates reported in Djankov et al. (2010), a 10% increase a in
country's delay is associatedwith a 4% reduction in its total exports under the assumption
that only own delays matter. Based on our estimates, export losses generated by such in-
creased delay would amount to 2.8% (1.4% if OLS estimates are used).
irregularity was detected and zero otherwise, and month–year fixed ef-
fects, product–destination fixed effects, or product–destination–
month–year fixed effects, we observe that the estimated coefficient on
the irregularity indicator is positive and significant. This suggests pre-
cisely that delays can be partially attributed tofirms' actions or omissions
and could therefore be reduced by them.42 We therefore drop from the
estimating sample the specific irregular transactions, all transactions of
involved firm–product–destinations, and all transactions of involved
firms in the respective years and re-estimate Eqs. (2) and (3).43 The re-
sults are shown in the upper panel of Table 3. These results corroborate
the baseline. The same holds when we exclude all irregular transactions
at the firm–product–destination and firm levels from the year in which
these are observed onwards.44

In addition, the probabilities of physical inspection will tend to their
population proportions as the number of shipments grows. In order to
address this issue, we also estimate Eqs. (2) and (3) on a subsample of
firm–product–destination exports consisting of a relatively small num-
ber of shipments (5 to 10). The estimates are reported in the lower
panel in Table 3. These—potentially less general—estimates are entirely
consistent with those shown above.

Even though there seems to be a clear case for a causal interpretation
of our results, we next present further supporting evidence that rule out
other competing explanations, which is particularly relevant for our OLS
estimates. Thus, whilewe have included comprehensive sets of fixed ef-
fects that allow us to control for unobserved firm and product–destina-
tion shocks, there might potentially be space for other factors that may
have influenced firms' exports. For instance, tariffs or transport costs
may have caused heterogeneous demand shifts across countries at
narrower product-levels than those accounted for by our HS 6-digit
product–destination–year fixed effects. Furthermore, firms less affected
by delaysmay have received support fromUruguay XXI to participate in
trade missions and international marketing events leading to foreign
sales in specific sectors or destinations, in which case we would be
overestimating the effect of interest (e.g., Volpe Martincus and
Carballo, 2010). Similarly, there might have occurred shocks to input
provision that might have differential effects on production across
goods or changes in firms' competencies across them. We have there-
fore also estimated alternative specifications of Eq. (2) in which prod-
uct–destination–year fixed effects are defined at the HS 10 digit-level
and firm–destination–year or firm–product–year fixed effects are in-
cluded instead of merely firm fixed-year effects.45 The estimates of
these alternative specifications along with those of variants based on
subsets of fixed effects are reported in the first row of the first panel
of Table 4. These estimates essentially corroborate our initial findings.46

Unfortunately, previous estimations cannot control for potential re-
maining unobserved confounding factors, i.e., idiosyncraticfirm-specific
market developments that are correlated with customs delays. In order
to minimize the risk of biased estimates due to these unobservables, we
cations that do not include fixed effects confirm that customs delays have a significant
negative impact on export growth although smaller in absolute value (columns 1 and 2
in the upper panel of Table 4). Alternative specifications that just include firmfixed effects,
product fixed effects, destination effects or their alternative pairwise combination at a
time yield similar results. These estimation results are available from the authors upon
request.



Table 6
The impact of customs delays on firms’ exports.
New v. old trade relationships and main vs. secondary trade relationships.

Export outcomes New: 1 year New: up to 3 years Main vs. other buyers

New buyers Old buyers New buyers Old buyers Main buyers Secondary buyers

Export Value −0.206⁎⁎⁎

(0.057)
−0.165⁎⁎

(0.074)
−0.201⁎⁎⁎

(0.062)
−0.107
(0.068)

−0.073⁎⁎⁎

(0.021)
−0.114⁎⁎⁎

(0.03)

Firm–year fixed effect Yes Yes Yes
Product–destination–year fixed effect Yes Yes Yes

Observations 17,242 13,786 37,309

Source: Authors' calculations based on data from DNA.
The table reports OLS estimates of a specification of Eq. (4) that allows for (1) different effects on exports to buyers who bought for the first time from the exporting firm in the years in
question and to buyers whowere already buying from the exporting firm before; (2) different effects on exports to buyers who began to buy from the exporting firm at most three years
ago and to buyers who were already buying from the exporting firm before; and (3) different effects on exports to main buyers (i.e., the importing company that accounts for the largest
share of exports of the product in the destination) and to secondary buyers (i.e., remaining importing companies). The dependent variable is the change in the natural logarithm of export
value. Themain explanatory variable is the change in thenatural logarithmof themedian number of days spent in customs (ΔlnD). All relevant interacting terms and their combination are
included. Firm–year fixed effects and product–destination–yearfixed effects are included (not reported). Standard errors clustered byfirm–product–destination are reported in parenthe-
ses below the estimated coefficients. * Significant at the 10% level; ** significant at the 5% level; *** significant at the 1% level.
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exploit our transaction-level information by estimating another variant
of Eq. (2) that incorporates firm–product–destination–year fixed effects
on semester–frequency data and on data at the firm–product–destina-
tion–buyer level. In these cases, we also include semester and buyer–
year fixed effects to account for seasonability and unobserved differ-
ences across buyers over time, respectively. The estimation results,
which are shown in the second panel of Table 4, are also in line with
the baseline.47

If shipments are ordered in advance, trade can only respond slug-
gishly to changes in clearance times. In other words, increased customs
delays can potentially have lagged effects on export growth. We there-
fore also control for these effects by incorporating the change in time-
in-customs variable lagged up to three years in the estimating
equation.48 The results, which are shown in the third panel in Table 4,
do not substantially differ from our baseline.49

Finally,we carry out a placebo test as an additional robustness check.
More specifically, customs delays in particular periods should not cause
any gap in exports subject to material verification and their counter-
parts exempted thereof in previous periods. The plausibility of this iden-
tifying assumption can be assessed by artificially allocating the first
delays to the immediately previous period and re-estimating Eq. (2)
on the sample of firm–product–destination–year exports actually not
suffering from any delay, both on annual data and semester data. In
short, we are regressing current export changes in future changes in
delays. These placebo estimates are shown in Table 5 along with those
for the respective realfirst delays, as obtained from the samefirm–prod-
uct–destination combinations.50 Reassuringly, none of the former esti-
mated coefficients are significantly different from zero, but the latter
are.

Hence, both OLS and IV estimates coincide in providing robust evi-
dence suggesting that customs delays can have a significant negative ef-
fect on exports. Still, it might be argued that, under perfect information,
47 We have also estimated this variant of Eq. (2) on firm–product–destination–custom
level data. The estimates is available from the authors upon request.
48 Including these lagged delays requires that the firm–product–destination flow be
present in the data continuously over the period to enter the estimation. This causes the
estimation sample to reduce.
49 Note that the estimated effect on our baseline explanatory variable increases aswe in-
troduce additional lags of this variable. The same holds if we estimate Eq. (2) on the same
observations. This suggests that such a pattern of results is primarily driven by the samples
on which the equation is actually estimated.
50 The number of observations differs between the first two columns and the third col-
umnbecause in the latterwe restrict the sample to non-delay observations, thus excluding
the year in which the first delay was observed. Note also that the number of observations
in the first two columns do not coincide with that corresponding to the first delay esti-
mates presented in Table 1 since we impose here a common set of firm–product–destina-
tions across estimations. Results do not change when we do not impose this condition.
These alternative results are available from the authors upon request.
delays that can be traced back to (conditional) random allocation to cus-
toms verification channels might or even should not have any significant
impact on exports. However, as mentioned above, buyers are probably
not perfectly informed about the causes of delivery delays. In particular,
it is hard for them to establish whether these delays are due to firms'
fault or factors beyond firms' control such as customs intervention. As
long as repetitive interactions are associated with increased information
for and on trading partners, this ismore likely to be the case and tomatter
more for commercial relationships at their initial stages. Our database no-
tably identifies the specific foreign companiesUruguayan exporters sell to
and therewith allows us to informally assess this imperfect information
hypothesis. More precisely, we can distinguish between new buyers
(i.e., importing companies that bought for the first time from the
exporting firm in the years in question or that began to buy from this
firm atmost three years ago) and older buyers (i.e., importing companies
that were already buying from the exporting firm before).51 As expected,
these groups of buyers have substantially different levels of interaction
with their providers.More specifically, exporter–importer pairswhose re-
lationship is one (three) year(s) old interact on average only 2.3 (9) times,
whereas those whose commercial links are older than one (three)
year(s) accumulate 61.1 (98.7) interactions.52 The results based on esti-
mations that allow for different effects across these groups of buyers are
reported in columns 1 to 4 in Table 6. These results indicate that the im-
pact of customsdelays varies depending onhowmature is the buyer–sell-
er relationship, being greater on exports to new buyers.53 In the same
vein, we can differentiate between main buyers (i.e., the importing com-
pany that accounts for the largest share of exports) and secondary buyers
(i.e., remaining importing companies) in a given product–destination
market.54 In this case, we find that the effect of longer clearance times is
significantly larger on exports to relatively less important customers
(last two columns of Table 6). These results might be seen as suggesting
that imperfect information is actually mediating observed effects.55
51 n order to ensure comparability, we only consider firm–product–destination–year ex-
ports that simultaneously have new and old buyers.
52 Interactions are measured through the accumulated number of seller–buyer specific
shipments.
53 We have also examined whether previous firm–product–specific experience instead
of the overall experience with given exporting firms makes a difference. As expected,
the effects tend to be smaller, although those on new buyers remain larger than their
counterparts on older buyers. These results are available from the authors upon request.
54 Here, we also restrict the sample to those firm–product–destination–year exports
with two or more buyers.
55 Responses to delaymay vary depending onwhether trade is intra-firmor not. In order
to informally check whether this is affecting our results, we drop all firm–product–desti-
nation exports to related companies as identified using our information on buyers and da-
ta on multinationals from theWorldBase (e.g., Alfaro and Chen, 2012). Estimation results
based on this sample are entirely consistent with those reported here and are available
from the authors upon request.



Table 7
The impact of customs delays on firms’ exports.
Channels.

Export outcomes ΔlnD

Export value −0.184⁎⁎⁎

(0.030)
Export quantity −0.178⁎⁎⁎

(0.030)
Unit value −0.006

(0.007)
Number of shipments −0.160⁎⁎⁎

(0.022)
Export value per shipment −0.024

(0.020)
Export quantity per shipment −0.019

(0.020)
Number of buyers −0.059⁎⁎⁎

(0.014)
Number of shipments per buyer −0.100⁎⁎⁎

(0.018)
Export value per buyer −0.125⁎⁎⁎

(0.026)
Export quantity per buyer −0.119⁎⁎⁎

(0.027)

Firm–year fixed effect Yes
Product–destination–year fixed effect Yes

Observations 63,471

Source: Authors' calculations based on data from DNA.
The table reports OLS estimates of Eq. (2). The dependent variables are the change in the
natural logarithm of export value, quantity (weight) shipped, unit value, number of ship-
ments, average export value per shipment, average export quantity per shipment, number
of buyers, number of shipments per buyer, average export value per buyer, and average
export quantity per buyer at the firm–product–destination–year level. Themain explana-
tory variable is the change in the natural logarithm of themedian number of days spent in
customs (ΔlnD). Firm–yearfixed effects andproduct–destination–yearfixed effects are in-
cluded (not reported). Standard errors clustered by firm–product–destination are report-
ed in parentheses below the estimated coefficients. * Significant at the 10% level; **
significant at the 5% level; *** significant at the 1% level.

58 It is well-known that exporters can be intermediaries (e.g., Bernard et al., 2010; Blum
et al., 2010; Ahn et al., 2011; Crozet et al., 2013). Intermediaries can potentially react in a
different way to longer time-in-customs. We accordingly remove from our estimating
sample all HS2 chapters for which the share of intermediaries (wholesalers and retailers)
is above the median across chapters alternatively using data from Bernard et al. (2010)
and Ahn et al. (2011). The estimates obtained on these restricted samples do not differ
from those shown here and are available from the authors upon request.
59 Regrettably, we do not have additional data on the exporters to properly evaluate
whether there are heterogeneous effects across groups of firms. Probably one of the
cleanest indicative exercises we can conduct using information available in our dataset
is to analyze whether the effects of customs delays differ for newer exporters (e.g., firms
that started to export three years ago) and older exporters (e.g., firms that have been
exporting for four ormore years). Estimation results point to the absence of significant dif-
ferences. These suggestive estimation results are available from the authors upon request.
60 We use the estimated effect of shipping times on the probability of selecting air trans-
port. In particular, goods are identified as time-sensitive if the estimated coefficient on
shipping time (i.e., days/rate ratio) of the respective SITC 2-digit is positive and significant.
61 Alternatively, we use the frequency at which goods were shipped abroad over the pe-
riod 2000–2002 to distinguish between time-sensitive goods (i.e., goodswhose frequency
of shipment was at or above the median) and time-insensitive goods (i.e., goods whose
frequency of shipment was below the median) and re-estimate Eq. (4), this time permit-
ting different effects for these so-defined groups of goods (Evans and Harrigan, 2005;
VolpeMartincus and Blyde, 2013). According to the estimation results, only time sensitive
products seem to experience foreign sale losses as a consequence of longer customs
delays.
62 Supply access is defined as the aggregate predicted exports to a destination based on a
bilateral trade gravity equation (in natural logarithms) with both exporter and importer
fixed effects and the standard bilateral measures of trade barriers/enhancers.We compute
thesemeasures for each sample year using country-level trade data from COMTRADE and
data on trade barriers/enhancers from CEPII and theWTO and take the average over these
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5.2. Channels and mechanisms

In this subsection we explore the channels throughwhich this effect
arises and whether there are heterogeneous effects along various di-
mensions. For the sake of brevity, only OLS estimates will be presented
here.56

In disentangling the channels, we estimate the impact of customs
delays on the quantity (weight) shipped, the unit values, the number
of shipments, the average value and quantity per shipment, the number
of buyers, the average value and quantity per buyer, and the average
number of shipments per buyer, based on Eq. (2). Estimation results
are presented in Table 7. These results reveal that customs delays have
mainly affected the number of shipments and thereby the quantity
shipped as well as the number of buyers and the number of shipments
per buyer, and the average value and quantity of exports per buyer.
Thus, a 10% increase in the number of days spent in customs reduces
the number of shipments by 1.6% and the number of buyers and exports
per buyer by 0.6% and 1.3%, respectively. This is consistentwith findings
reported Hornok and Koren (forthcomingb) according to which ex-
porters react to increases in per-shipment costs by reducing shipping
frequency. Nevertheless, delays have neither influenced the unit values
nor the size of the shipments in terms of value or quantity.57
56 IV estimates are available from the authors upon request.
57 Hornok and Koren (forthcomingb) find a positive impact on the size of the shipment.
Note that whereas our estimates are at the firm–product–destination level, they are not
able to distinguish among firms.
Second, we investigate the underlying mechanisms of observed
effects.58 This is done by estimating alternative specifications of
Eq. (4), in which we primarily allow for different impacts across groups
of products and destinations.59

Time matters for trade particularly when goods are subject to rapid
depreciation. This loss of valuemay be driven by spoilage (e.g., fresh pro-
duce), fashion cycles (e.g., shoes and garment), and technological obso-
lescence (e.g., consumer electronics) (Hummels, 2007b). It can
therefore be expected that delays have stronger effects on these goods.
In order to ascertain whether this is the case, we discriminate across
goods according to their time-sensitiveness using the estimation results
from Hummels (2001), who analyzes how ocean shipping times and air
freight rates affect the probability that air transport is chosen.60 Products
classified as time sensitive based on these results include several in those
categories referred to above such as meat and meat preparations; travel
goods and handbags; telecommunications and sound recording appara-
tuses; and professional, scientific, and controlling instruments. The re-
spective estimates of Eq. (4) are reported in Table 8. These estimates
confirm that the negative effects of increased transit times are generally
stronger on sales of time-sensitive goods. This is particularly the case
with food and textile (clothing) products (right panel of Table 8).61

Heterogeneous effects can also arise across destinations. Thus,
longer customs delays are likely to hurt exports more to markets
that are subject to more intense competition or are harder to
reach. In the left panel in Table 9, we examine whether the former
holds in our data by distinguishing, first, between OECD and non-
OECD countries, and, second, between destinations whose supply
access as computed following Redding and Venables (2004) and
Mayer et al. (2014) is high (at or above the median) and those for
which it is low (below the median).62 Evidence presented in this
table would seem to suggest that the negative response of foreign
sales to increased customs processing times is larger in markets
with tougher competition.63
years.
63 Building on these previous results, we have also exploredwhether the impacts of lon-
ger time-in-customs vary across products categories in the different destinations by com-
bining the time-sensitive/time-insensitive and OECD/non-OECD breakdowns used before.
From the estimates of this variant of Eq. (4), we can conclude that the negative effects of
increased transit times are generally stronger on sales of time-sensitive goods to OECD
countries. In contrast, there is virtually no impact on exports of time-insensitive goods
to non-OECD countries. These results are available from the authors upon request.



Table 8
The impact of customs delays on firms’ exports.
Heterogeneous effects by product categories.

Export outcomes Product categories Sectorial effects

Time
sensitive

Time
insensitive

Food Textiles Others Other industrial
supplies

Capital
goods

Transport
equipment

Other consumer
goods

Export value −0.233⁎⁎⁎

(0.046)
−0.148⁎⁎⁎

(0.040)
−0.191⁎⁎⁎

(0.032)
−0.239⁎⁎⁎

(0.085)
−0.114⁎

(0.069)
−0.086
(0.094)

−1.291
(0.886)

0.153
(1.203)

−0.082
(0.124)

Export quantity −0.226⁎⁎⁎

(0.045)
−0.141⁎⁎⁎

(0.040)
−0.181⁎⁎⁎

(0.032)
−0.220⁎⁎

(0.087)
−0.125⁎

(0.074)
−0.093
(0.102)

−1.258
(0.845)

0.072
(0.900)

−0.084
(0.136)

Unit value −0.007
(0.011)

−0.007
(0.009)

−0.010
(0.007)

−0.019
(0.017)

0.011
(0.025)

0.007
(0.035)

−0.033
(0.242)

0.081
(0.512)

0.002
(0.049)

Number of shipments −0.176⁎⁎⁎

(0.035)
−0.146⁎⁎⁎

(0.027)
−0.161⁎⁎⁎

(0.024)
−0.180⁎⁎⁎

(0.054)
−0.139⁎⁎⁎

(0.051)
−0.095
(0.073)

−0.639
(0.419)

−0.551⁎⁎⁎

(0.203)
−0.238⁎⁎⁎

(0.076)
Export value per shipment −0.056⁎

(0.032)
−0.002
(0.026)

−0.030
(0.022)

−0.059
(0.053)

0.025
(0.048)

0.008
(0.057)

−0.652
(0.602)

0.704
(1.085)

0.156⁎

(0.083)
Export quantity per shipment −0.050

(0.032)
0.005

(0.026)
−0.021
(0.022)

−0.040
(0.054)

0.014
(0.053)

0.002
(0.066)

−0.619
(0.543)

0.623
(0.820)

0.154
(0.094)

Number of buyers −0.065⁎⁎⁎

(0.022)
−0.054⁎⁎⁎

(0.018)
−0.058⁎⁎⁎

(0.015)
−0.089⁎⁎

(0.040)
−0.040
(0.029)

−0.034
(0.045)

0.098
(0.254)

−0.392⁎

(0.201)
−0.051⁎

(0.028)
Number of shipments per buyer −0.111⁎⁎⁎

(0.028)
−0.092⁎⁎⁎

(0.023)
−0.102⁎⁎⁎

(0.019)
−0.091⁎⁎

(0.045)
−0.099⁎

(0.051)
−0.061
(0.070)

−0.738⁎

(0.406)
−0.159
(0.184)

−0.187⁎⁎⁎

(0.072)
Export value per buyer −0.167⁎⁎⁎

(0.041)
−0.094⁎⁎⁎

(0.034)
−0.133⁎⁎⁎

(0.027)
−0.150⁎⁎

(0.072)
−0.074
(0.068)

−0.052
(0.091)

−1.390⁎

(0.809)
0.545

(1.233)
−0.031
(0.119)

Export quantity per buyer −0.161⁎⁎⁎

(0.041)
−0.087⁎⁎

(0.035)
−0.123⁎⁎⁎

(0.027)
−0.131⁎

(0.074)
−0.085
(0.073)

−0.059
(0.098)

−1.356⁎

(0.750)
0.464

(0.965)
−0.032
(0.131)

Firm–year fixed effect Yes Yes Yes Yes Yes Yes Yes Yes
Product–destination–year fixed effect Yes Yes Yes Yes Yes Yes Yes Yes

Observations 63,096 22,669 14,328 26,473 13,669 3,505 737 8,266

Source: Authors' calculations based on data from DNA.
The left panel of table reports OLS estimates of a specification of Eq. (4) that allows for different effects on exports of time-sensitive goods and time-insensitive goods. Goods are classified
using the estimation results reported in Hummels (2001). We use the estimated effect of shipping times on the probability of selecting air transport. In particular, goods are identified as
time-sensitive if the estimated coefficient on shipping time (i.e., days/rate ratio) of the respective SITC 2-digit is positive and significant. The right panel of the table presents OLS estimates
of Eq. (2) for different product categories (subsamples): food products, textile products, and other products, which are then disaggregated in other industrial supplies, capital goods, trans-
port equipment, and other consumer goods. The dependent variables are the change in the natural logarithmof export value, quantity (weight) shipped, unit value, number of shipments,
average export value per shipment, average export quantity per shipment, number of buyers, number of shipments per buyer, average export value per buyer, and average export quantity
per buyer at the firm–product–destination–year level. The main explanatory variable is the change in the natural logarithm of the median number of days spent in customs (ΔlnD). All
relevant interacting terms and their combination are included. Firm–year fixed effects and product–destination–year fixed effects are included (not reported). Standard errors clustered
by firm–product–destination are reported in parentheses below the estimated coefficients. * Significant at the 10% level; ** significant at the 5% level; *** significant at the 1% level.
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Now, given Uruguay's location in the world, these results may well
be capturing effects of distance to relevant markets. We assess whether
this is the case by specifying and estimating a variant of Eq. (4) which
allows for heterogeneous impacts of delays depending on the distance.
In particular, this specification adds an interaction between the delay
variable and a binary indicator that takes the value of one if the distance
to the importing country is at or above the median and zero otherwise.
The estimates of this equation indicate that indeed effects are larger the
farther away are the destinations (third panel of Table 9).64 When we
additionally permit impacts to differ along both the competition and
distance dimensions, we do not observe asymmetries across the former.
More precisely, delays do not have a greater impact on exports to dis-
tant OECD countries than to distant non-OECD countries. Hence, dis-
tance appears to be the primary factor behind the heterogeneous
effects across destinations observed above.65

Not only distance, but also financial conditions in the destination
countries can interactwith the customs delays in shaping export behav-
ior. Berman et al. (2012) show that, during financial crises, the transit
time between origin and destination amplifies the negative impact of
a higher probability of default on trade. Putting it differently, time to
ship increases the elasticity of exports to the expected cost of default.
The rationale is that exporters react by increasing their price and de-
creasing their export quantities and values more for importers at larger
shipping times because, during banking crisis, the probability that these
importers default on their payment obligations rises as time passes and
64 Results are comparable when we split the distribution of distances to destinations in
three segments and accordingly introduce the same number of interacting binary indica-
tors. These results are available from the authors upon request.
65 These estimates are available from the authors upon request.
hence with shipping time. Moreover, the opportunity costs of funds in-
crease with transit lags and the interest rate, which can jump upward
suddenly during those episodes. Schmidt-Eisenlohr (2013) also shows
that time to trade magnifies the effect of financing on trade. In particu-
lar, countries tend to trade less with each other the higher the financing
costs, and the less so the more time is needed to trade (as proxied by
distance). Similarly, Levchenko et al. (2011) argue that, if trade finance
needs are positively related to the time it takes for shipments to reach
their destination, trade finance costs can be expected to increase with
delivery delays andaccordingly, in those cases, trade in sectorswith lon-
ger lags would tend to fall the most. Here, we examine the role played
by financial factors by differentiating between destinations that suffer
from a banking crisis in the year in question and those destinations
that do not. In making this distinction, we follow Berman et al. (2012)
in using the Reinhart and Rogoff (2011)'s dataset on financial crises
over the period 1800–2010.66 The binary indicator taken from this data-
base is then interacted with our measure of change in time-in-
customs.67 The estimation results of this version of Eq. (4) are presented
in the fourth panel in Table 9. Consistent with previous findings, these
results reveal that longer customs clearance times have a stronger im-
pact on exports to countries experiencing banking crises.

Time also makes a difference when demand is uncertain,
i.e., consumers prefer certain good varieties over others and their pref-
erences change quickly over time (e.g., Deardorff, 2001). If the time
elapsed between ordering and delivery is long enough, the volume
66 Results are identical whenwe utilize instead an indicator based on the Laeven and Va-
lencia (2012)'s database on systemic banking crises over the period 1970–2011.
67 Notice that the direct impact of financial crisis is accounted for by the product–desti-
nation–year fixed effects.



68 As with the exercise on time-sensitiveness, we rely on data for 2000–2002, which are
not contaminated by customs delays.
69 We have also carried out the same estimation on a sample that only includes firm–

product–destination exports with more than one transport mode. Results are similar to
those presented here and are available from the authors upon request. Caution, however,
should be exercised when interpreting these results based on data considering the trans-
portmode dimension. The reason is that, while thefirm–year and the product–destination
fixed effects account for firm-level characteristics, volatility of demand, and other relevant
factors over time that can influence the modal choice, this is an endogenous decision.

Table 9
The impact of customs delays on firms’ exports.
Heterogeneous effects by destinations.

Export outcomes Toughness of competition Distance Banking crises

OECD N-OECD High supply access Low supply access Distant Close Banking crisis
(RR)

N-banking crisis
(RR)

Export value −0.276⁎⁎⁎

(0.049)
−0.117⁎⁎⁎

(0.037)
−0.245⁎⁎⁎

(0.036)
−0.010
(0.059)

−0.288⁎⁎⁎

(0.046)
−0.098⁎⁎

(0.040)
−0.332⁎⁎⁎

(0.082)
−0.169⁎⁎⁎

(0.038)
Export quantity −0.263⁎⁎⁎

(0.049)
−0.117⁎⁎⁎

(0.037)
−0.237⁎⁎⁎

(0.036)
−0.013
(0.060)

−0.274⁎⁎⁎

(0.046)
−0.100⁎⁎

(0.040)
−0.327⁎⁎⁎

(0.084)
−0.164⁎⁎⁎

(0.038)
Unit value −0.013

(0.012)
−0.000
(0.009)

−0.009
(0.009)

0.003
(0.015)

−0.014
(0.012)

0.001
(0.009)

−0.004
(0.020)

−0.005
(0.009)

Number of shipments −0.201⁎⁎⁎

(0.034)
−0.130⁎⁎⁎

(0.028)
−0.197⁎⁎⁎

(0.025)
−0.060
(0.044)

−0.203⁎⁎⁎

(0.033)
−0.121⁎⁎⁎

(0.029)
−0.194⁎⁎⁎

(0.056)
−0.168⁎⁎⁎

(0.027)
Export value per shipment −0.075⁎⁎

(0.034)
0.012

(0.024)
−0.049⁎

(0.025)
0.050

(0.035)
−0.085⁎⁎⁎

(0.033)
0.022

(0.026)
−0.138⁎⁎

(0.058)
−0.002
(0.025)

Export quantity per shipment −0.062⁎

(0.034)
0.013

(0.025)
−0.040
(0.025)

0.047
(0.038)

−0.071⁎⁎

(0.033)
0.021

(0.026)
−0.134⁎⁎

(0.059)
0.004

(0.025)
Number of buyers −0.067⁎⁎⁎

(0.022)
−0.054⁎⁎⁎

(0.018)
−0.079⁎⁎⁎

(0.016)
−0.006
(0.029)

−0.078⁎⁎⁎

(0.023)
−0.045⁎⁎

(0.018)
−0.049
(0.037)

−0.072⁎⁎⁎

(0.018)
Number of shipments per buyer −0.135⁎⁎⁎

(0.028)
−0.076⁎⁎⁎

(0.022)
−0.118⁎⁎⁎

(0.021)
−0.054
(0.036)

−0.125⁎⁎⁎

(0.027)
−0.075⁎⁎⁎

(0.023)
−0.145⁎⁎⁎

(0.045)
−0.096⁎⁎⁎

(0.022)
Export value per buyer −0.210⁎⁎⁎

(0.044)
−0.063⁎⁎

(0.031)
−0.167⁎⁎⁎

(0.032)
−0.004
(0.048)

−0.210⁎⁎⁎

(0.042)
−0.053
(0.034)

−0.283⁎⁎⁎

(0.075)
−0.098⁎⁎⁎

(0.032)
Export quantity per buyer −0.196⁎⁎⁎

(0.044)
−0.063⁎⁎

(0.032)
−0.158⁎⁎⁎

(0.032)
−0.008
(0.051)

−0.196⁎⁎⁎

(0.042)
−0.054
(0.034)

−0.279⁎⁎⁎

(0.078)
−0.093⁎⁎⁎

(0.032)

Firm–year fixed effect Yes Yes Yes Yes
Product–destination–year fixed effect Yes Yes Yes Yes

Observations 63,471 62,041 62,901 51,635

Source: Authors' calculations based on data from DNA.
The first two panels of table report OLS estimates of a specification of Eq. (4) that allows for different effects on exports to OECD countries (excluding Chile andMexico, which are regional
partners for Uruguay) and non-OECD countries and for countries with high (at or above themedian) and low (below themedian) supply access. Supply access is defined as the aggregate
predicted exports to a destination based on a bilateral trade gravity equation (in logs) with both exporter and importer fixed effects and the standard bilateral measures of trade barriers/
enhancers (Redding and Venables, 2004; Mayer et al., 2014). These measures correspond to the average 2002–2011 and have been computed using country-level trade data from
COMTRADE and data on trade barriers/enhancers from CEPII and the WTO. The third panel of the table reports OLS estimates of a specification of Eq. (4) that allows for different effects
on exports to countries that are far away (with distance at or above themedian across destinations) and countries that are nearby (with distances below themedian across destinations).
The fourth panel of table reports OLS estimates of a specification of Eq. (4) that allows for different effects on exports to countries that are experiencing a banking crisis (“banking crisis”)
and countries that are not experiencing a banking crisis (“N-banking crisis”). Banking crisis episodes are identified using the dataset constructed by Reinhart and Rogoff (2011). The de-
pendent variables are the change in the natural logarithmof export value, quantity (weight) shipped, unit value, number of shipments, average export value per shipment, average export
quantity per shipment, number of buyers, number of shipments per buyer, average export value per buyer, and average export quantity per buyer at the firm–product–destination–year
level. Themain explanatory variable is the change in the natural logarithmof themedian number of days spent in customs (ΔlnD). All relevant interacting terms and their combination are
included. Firm–year fixed effects and product–destination–yearfixed effects are included (not reported). Standard errors clustered by firm–product–destination are reported in parenthe-
ses below the estimated coefficients. * Significant at the 10% level; ** significant at the 5% level; *** significant at the 1% level.

134 C. Volpe Martincus et al. / Journal of International Economics 96 (2015) 119–137
and composition of shipments must be decided well before the resolu-
tion of demand uncertainty, in which case forecasting errors will result
in lost profitability because of inventory-holding costs or forgone busi-
ness opportunities derived from over- or undersupplying the market
or mismatch between varieties offered and demanded (Hummels and
Schaur, 2013). A series of papers precisely analyze how the interplay be-
tween timeliness and demand uncertainty affects trade, location, and
modal choice (e.g., Aizenman, 2004; Evans and Harrigan, 2005;
Harrigan and Venables, 2006; Hummels and Schaur, 2010; Harrigan,
2010). The main messages that come out of these papers is that, when
timely delivery is important, firms tend to relymore on closer providers
the higher is their products' restocking rate; resort more to air shipping
the more volatile is the demand for their products and the lighter these
products are; and co-agglomerate in the presence of vertical linkages. It
has also been shown that exporters react to increased volatility by re-
ducing their number of shipments (i.e., their frequency) and that this re-
sponse is amplified by the time needed to serve the destination market
from the origin country (Békés et al., 2013).

This literature highlights that exports from firms facing volatile de-
mand are likely to be particularly affected by long transit lags because
these delays create an important barrier to ex-post adjustments to
shocks (Hummels and Schaur, 2010). In our case, this implies that the
negative effect of customs clearance times on exports would be magni-
fied when demand is volatile. We investigate whether this is observed
in our data. In so doing, we first calculate a volatility measure following
Hummels and Schaur (2010). In particular, for each product–destina-
tion pair, we compute the median of the coefficient of variation of the
quantities sold by each firm in the different transactions within a given
year, averaged over the period 2000–2002.68 Second, we estimate a vari-
ant of Eq. (4) whereby the change in themedian number of days spent in
customs is interacted by a binary indicator that takes the value of one if
the volatility of the demand in a particular product–destination combina-
tion computed as indicated above is at or above themedian and zero oth-
erwise. The estimates of this equation are shown in the left panel in
Table 10, when considering all product–destination combinations
existing in 2000–2002 or only those for which firms register more than
10 transactions in the year in question. These estimates confirm that
the negative impact of increased administrative-driven delays on exports
is larger for product–destinations with more volatile demand.

As mentioned above, firms tend to rely more on air-shipping the
more volatile is the demand (Hummels and Schaur, 2010). If we break
down exports by transport mode, we consistently find that the impact
of increased time-in-customs is larger on those flows that are air-
shipped (right panel in Table 10).69 Note, further, that if we take the
transport mode as a proxy for the length of time-to-ship overseas



Table 10
The impact of customs delays on firms’ exports.
Heterogeneous effects by levels of demand volatility and transport mode.

Export outcomes Demand volatility Transport modes

All observations More than 10 transactions

High volatility Low volatility High volatility Low volatility Sea Air Others

Export value −0.243⁎⁎⁎

(0.055)
−0.163⁎⁎⁎

(0.044)
−0.237⁎⁎⁎

(0.061)
−0.162]⁎⁎⁎

(0.060)
−0.211⁎⁎⁎

(0.031)
−0.642⁎⁎⁎

−0.236
−0.016
(0.074)

Export quantity −0.224⁎⁎⁎

(0.056)
−0.162⁎⁎⁎

(0.043)
−0.221⁎⁎⁎

(0.061)
−0.161⁎⁎⁎

(0.058)
−0.212⁎⁎⁎

(0.031)
−0.623⁎⁎⁎

(0.210)
−0.016
(0.078)

Unit value −0.019
(0.014)

−0.001
(0.009)

−0.016
(0.013)

−0.002
(0.012)

0.001
(0.007)

−0.018
(0.063)

0.000
(0.014)

Number of shipments −0.174⁎⁎⁎

(0.041)
−0.154⁎⁎⁎

(0.032)
−0.199⁎⁎⁎

(0.050)
−0.147⁎⁎⁎

(0.044)
−0.161⁎⁎⁎

(0.022)
−0.246⁎⁎⁎

(0.085)
−0.135⁎⁎⁎

(0.048)
Export value per shipment −0.069⁎

(0.037)
−0.009
(0.028)

−0.038
(0.045)

−0.015
(0.036)

−0.050⁎⁎

(0.021)
−0.396⁎

(0.204)
0.119⁎⁎

(0.051)
Export quantity per shipment −0.050

(0.039)
−0.008
(0.027)

−0.022
(0.047)

−0.014
(0.034)

−0.050⁎⁎

(0.021)
−0.378⁎⁎

(0.180)
0.119⁎⁎

(0.055)
Number of buyers −0.086⁎⁎⁎

(0.024)
−0.049⁎⁎

(0.022)
−0.055⁎

(0.030)
−0.063⁎⁎

(0.028)
−0.056⁎⁎⁎

(0.014)
−0.096⁎

(0.055)
−0.053⁎

(0.030)
Number of shipments per buyer −0.088⁎⁎⁎

(0.033)
−0.105⁎⁎⁎

(0.025)
−0.144⁎⁎⁎

(0.044)
−0.084⁎⁎⁎

(0.032)
−0.105⁎⁎⁎

(0.017)
−0.150⁎

(0.080)
−0.082⁎⁎

(0.039)
Export value per buyer −0.157⁎⁎⁎

(0.048)
−0.114⁎⁎⁎

(0.037)
−0.182⁎⁎⁎

(0.059)
−0.099⁎⁎

(0.047)
−0.155⁎⁎⁎

(0.027)
−0.546⁎⁎

(0.219)
0.037

(0.065)
Export quantity per buyer −0.138⁎⁎⁎

(0.050)
−0.113⁎⁎⁎

(0.036)
−0.166⁎⁎⁎

(0.059)
−0.097⁎⁎

(0.046)
−0.156⁎⁎⁎

(0.027)
−0.528⁎⁎⁎

(0.192)
0.037

(0.069)

Firm–year fixed effect Yes Yes Yes
Product–destination–year fixed effect Yes Yes Yes

Observations 39,743 21,761 66,099

Source: Authors' calculations based on data from DNA.
The left panel of table reports OLS estimates of a specification of Eq. (4) that allows for different effects on exports facing high volatility of demand (at or above the median) and low vol-
atility of demand (below the median). Volatility is measured as themedian of the coefficient of variation of the quantities sold by each firm in the different transactions in each product–
destination pairwithin a given year, averaged over the period 2000–2002. In thefirst two columns all product–destination combinations existing in 2000–2002 are considered, whereas in
the third and fourth columns only those for which firms register more than 10 transactions in the year in question are taken into account. The dependent variables are the change in the
natural logarithm of export value, quantity (weight) shipped, unit value, number of shipments, average export value per shipment, average export quantity per shipment, number of
buyers, number of shipments per buyer, average export value per buyer, and average export quantity per buyer at the firm–product–destination–year level (left panel) and at the
firm–product–destination–transport mode–year level (right panel). The main explanatory variable is the change in the natural logarithm of the median number of days spent in customs
(ΔlnD). The right panel of the table presents estimates of a specification of Eq. (4) that allows for different effects on exports depending on the transport mode (air-shipping, ocean-ship-
ping, and others). This equation has been estimated on data at thefirm–product–destination–transportmode–year level. All relevant interacting terms and their combination are included.
Firm–year fixed effects and product–destination–year fixed effects are included (not reported). Standard errors clustered by firm–product–destination are reported in parentheses below
the estimated coefficients. * Significant at the 10% level; ** significant at the 5% level; *** significant at the 1% level.
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with air-shipping taking less time than ocean-shipping, these results
also indicate that, for given destinations, the effect of longer delays is
greater the shorter the international shipping time, i.e., the higher is
the importance of the time spent in customs relative to the total transit
time.70

So far the analysis has focused on the effect of longer times spent in
customs on the export intensivemargin (i.e., continuing flows).71 In ad-
dition, these delays may have caused some exports to disappear. Hence,
we also examine the effects of changes in customs clearance times on
the firm–product–destination and firm extensive margins. Thus, we
70 We observe different effects across customs offices but these seem to be entirely driv-
en by differences in the transport modes used in shipping the goods cleared in each of
them. Estimates are available from the authors upon request.
71 From an economic policy point of view, it is also important to knowwhether exports
in product–destination combinations that are more likely to be targeted for inspection
tend to be differently affected by delays. Evidence indicates that targeting by the
Uruguayan customs does not seem to be biased towards (nor against) product–destina-
tionswhose exports suffer more from longer time-in-customs. In order to investigate this,
we split the product–destination pairs year-by-year in a groupwith high probability of be-
ing allocated to the red channel (i.e., above the median) and a group with low probability
of being allocated to the red channel (i.e., up to the median) based on their respective es-
timated probabilities, and estimate a variant of Eq. (4) in which we allow delays to have
different effects on the exports of these groups. Needless to say, care should be takenwhen
reading the respective estimates because such estimated probabilities are based on a re-
gression of binary indicators that take the value of one if a firm–product–destination is al-
located to the red channel and zero otherwise on firm–year and product–destination–year
fixed effects, thereby being potentially noisy (e.g., Wooldridge, 2002). Keeping this in
mind and taking into account that we are primarily using the distribution of the estimates
instead of the individual ones, estimation results donot point to any significant differences
in these effects. These results are available from the authors upon request.
estimate the variant of Eq. (2) where the dependent variable is a binary
indicator that takes the value of one if a firm–product–destination ex-
port flow is present in the year in question and zero otherwise and
themain explanatory variable is the change in themedian customs pro-
cessing times between the two previous years. In addition, we estimate
another variant of this equation at the product–destination level in
which the dependent variable is the change in the number of firms
exporting a given product to a given destination and the main explana-
tory variable is the change in the respectivemedian clearance times, and
which includes alternative sets of fixed effects (i.e., destination–year
fixed effects and product–year fixed effects) to account for unobserved
factors. According to the estimates of these equations, increased time in
transit due to customs procedures has had a significant negative effect
on both the firm–product–destination and the firm export extensive
margins. Interestingly, when we allow for different impacts across
groups of buyers, we observe that longer time-in-customs primarily af-
fect trade relationships with new buyers. This is consistent with the ev-
idence found on the export intensive margin, thus also suggesting that
imperfect information is likely to play an important role in accounting
for the economic decisions driving our results.72
72 In this case, the dependent variable is a binary indicator that takes the value of one if
an export flow at the firm–product–destination-type of buyer (new vs. old) level is pres-
ent in the year in question and zero otherwise and the main explanatory variable is the
change in the respective median customs processing times between the two previous
years. Results are essentially the same regardless of whether presence if defined as all
buyers of a type being present or at least one of them. All these results are available from
the authors upon request.
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Summing up, our estimation results indicate that delays caused by
customs procedures seem to have particularly affected firms' exports
of goods that are time-sensitive and have more volatile demand and
to countries that are farther apart or that suffer from banking crises,
and appear to have even induced some firms to stop exporting certain
products to certain destinations.

6. Concluding remarks

Timematters for trade, probablymore now than ever, and its impor-
tance is likely to continue to grow because of increasingly segmented
production chains and rising lean retailing, among other reasons. In
this context, which is also characterized by relatively low traditional
trade barriers such as tariffs, the effectiveness of public entities in affect-
ing the transit times between origins and destinations becomes critical.
This is particularly the case with customs, which process all trade flows
entering and leaving the countries. While a number of studies have an-
alyzed the impact of time to trade on trade, our understanding of the ef-
fects of delays specifically associatedwith customs procedures has been
so far limited because of methodological problems, absence of precise
measures of these delays, and virtual lack of evidence on firm-level re-
sponses based on comprehensive samples.

This paper fills these gaps in the previous literature. We investigate
how increased transit times caused by customs processing of shipments
affectfirms' exports outcomes. In so doing,we exploit a unique database
that contains export transaction and actual customs clearance time data
and covers the entire universe of these transactions in Uruguay over the
period 2002–2011, and properly account for potential endogeneity
biases. We find that customs-driven delays have a significant negative
effect on firms' foreign sales. This impact is more pronounced for sales
to newer buyers, of time-sensitive goods, and to countries that are
harder to reach or are under banking crisis. These effects can be traced
back to reduced number of shipments, number of buyers, and exports
per buyer, in terms of both value and quantity. The estimates further
suggest that some firmsmay have been forced to cease to export to cer-
tain markets.

In light of theWTOAgreement on Trade Facilitation, our results con-
vey a clear message to customs of developing countries. Implementa-
tion of risk-based verification procedures—as opposed to material
inspection of every single shipment—should be a key component of
trade facilitation strategies. Furthermore, this monitoring can and
should be done in an expedited manner, so that no substantial increase
in transit time occurs relative to those shipments exempted from phys-
ical control. This requires endowing customs agencies with proper per-
sonnel and technologicalmeans. Caution, however, is needed inmoving
in this direction. Expediting should by nomeans come at the expense of
the quality of the verifications. In other words, the time that controls
take should be minimized whenever possible, but always subject to
the condition that their goals are actually achieved. Also crucial, as al-
ready doneby someexport promotion organizations, training on the ex-
port process' formalities can be provided to firms without previous
trade experience to minimize delays caused by unintended mistakes
in filling out customs documents (Volpe Martincus, 2010). We should
mention in closing that our findings can serve as a basis for further the-
oretical developments on time as a trade barrier, which will be the sub-
ject of future research.
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