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Abstract

Isogeometric Analysis (IGA) is a numerical method that is receiving increasing attention in the last decade.
The main goal of IGA is to closely couple geometric modeling with numerical analysis. To that end, in
IGA both components use the same geometric representation, e.g., Bézier and NURBS curves and surfaces.
However, in many cases, the geometric representation in a CAD system cannot be directly employed in
numerical simulation, as only the boundary of the geometry is parametrized. In these cases, an interior
parametrization must be constructed before performing isogeometric analysis. This paper presents an algo-
rithm for the generation of unstructured geometrically exact meshes composed of high-order rational Bézier
triangles, and applies it to plane models described by NURBS curves. The proposed algorithm respects input
discretization and is capable of generating high quality coarse meshes even when high curvature segments
are considered. An efficient high-order smoothing step is employed to avoid tangled elements and to improve
element quality. The proposed algorithm attains superior performance when compared to a well-known
algorithm in the literature, and performs well in the case of complex geometries. High quality meshes were
obtained in all examples analyzed. Furthermore, our implementation is efficient, written in C++, and is
available as an open-source software.
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1. Introduction

Isogeometric Analysis (IGA), proposed by Hughes
et al. [1] and, afterwards, studied by several re-
searchers, is a numerical method whose main goal
is to use the same underlying mathematical repre-
sentation for both geometric modeling and numerical
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analysis. In this context, the geometric models used
in Computer Aided Design (CAD), e.g., Bézier and
Non-Uniform Rational B-Splines (NURBS) curves
and surfaces, are the same models used in the for-
mulations of numerical simulators. Thus, the errors
caused by the approximate representation of the do-
main’s geometry in numerical methods such as the
Finite Element Method (FEM) disappear.

IGA was initially formulated for geometries defined
by NURBS [1–4]. Discretization procedures similar
to existing p and h refinements for FEM [5] are ap-
plied using well-known algorithms from the field of
Geometric Modeling. Besides, it uses models with
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high continuity, thanks to a new discretization strat-
egy that does not exist in the classical finite element
formulations: k-refinement [6]. Notice that other ge-
ometric entities capable of performing localized re-
finements that cannot be achieved with NURBS are
also used in IGA, e.g., hierarchical B-Splines [7–9], T-
Splines [10–12], LR B-Splines [13–15], PHT-Splines
[16, 17], and THB-Splines [18, 19].

Despite the advantages of these approaches, they
still present limitations when considering the Design-
through-Analysis paradigm present in numerical sim-
ulation programs. Geometric modelers do not al-
ways provide all the input information that numerical
analysis programs need. Most CAD systems use the
Boundary Representation (B-Rep) paradigm [20, 21],
where only the boundary of the models is explicitly
parametrized. However, the application of isogeomet-
ric formulations for structural or thermal analysis re-
quires an adequate parametrization of the analysis
domain (e.g., NURBS patches), which is difficult to
obtain in an automatic fashion for complex geome-
tries described using B-Rep.

Another relevant issue arises when trimmed mod-
els are considered. In this case, special integration
schemes are required due to the models’ complex
geometry description [22]. The above problems are
known in the numerical analysis area in the context of
the Finite Element Method, and are solved with the
use of mesh generation techniques. There are papers
in the literature addressing the generation of NURBS
and T-Splines models for geometries described using
B-Reps, both in 2D and 3D cases [23–29]. However,
those approaches are not robust in some important
aspects, as discussed in [30, 31], such as: to han-
dle complex geometries, e.g., objects with arbitrary
genus or objects with large size variation; to be au-
tomatic, i.e., no user interaction is required; to guar-
antee the exact geometric representation; to provide
suitable parametrization for the analysis.

On the other hand, the use of rational Bézier tri-
angles and tetrahedra for unstructured isogeometric
mesh generation has been explored as an alternative
to couple IGA with B-Reps. The generation of high-
order Bézier triangles is described in [32]. A triangle
mesh is used to construct a rational Triangular Bézier
Spline (rTBS) with high continuity and exact geom-

etry. The extension of this work to the 3D case is
presented in [33], where meshes with Bézier tetrahe-
dra are considered, and rTBS are generated in the
case of trimmed surfaces. Triangular Bézier Splines
are also used for shell analysis using the Kirchhoff-
Love C1 formulation [34].

Automatic generation of Bézier triangle meshes for
plane problems is studied in [30]. The paper focuses
on the reuse of existing linear mesh generation pack-
ages to create high-order C0 meshes with exact ge-
ometry. The same meshing technique is used in the
context of plate analysis [35] and shape optimization
[36]. The extension of that mesh generation approach
to Bézier tetrahedra, hexahedra, wedges, and pyra-
mids is presented by Engvall and Evans [31], where
Bézier projection is used for the reconstruction of
NURBS and T-Spline surfaces using Bézier triangles
or quadrilaterals. The authors also discuss the use
of super parametric elements capable of maintaining
exact geometry, a relevant feature since there is no
guarantee that Bézier triangles can represent NURBS
and T-Spline surfaces of the same degree. A study
on quality metrics for rational Bézier triangles and
tetrahedrons is presented in [37, 38].

There are also works addressing the generation of
high-order meshes in the context of FEM, in the gen-
eration and adaptivity of high-order meshes [39–41],
in the study of quality metrics and mesh optimization
[42–46], and in the field of moving meshes [47, 48].
Quadratic Bézier triangles are also used in the con-
text of moving meshes [49] and in elastostatic and
elastodynamic applications [50].

The purpose of this paper is to present an algo-
rithm for automatic generation of high-order isogeo-
metric meshes of rational Bézier triangles for plane100

models described using B-Rep. The proposed algo-
rithm respects the model’s boundary parametrization
and does not require additional refinements. This re-
quirement is important when implicit mesh compat-
ibility is to be maintained in models with multiple
regions, allowing the use of different mesh generation
algorithms with different elements (e.g., Bézier sur-
face patches and triangles), and also when remeshing
is applied, such as in crack evolution simulations [51].
Furthermore, the sizing function used in the algo-
rithm allows a smooth variation of element sizes, an
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important feature in practical problems where there
is a high variation in the size of the input discretiza-
tion.

The procedures described here are generally sim-
ilar to other works in the literature related to ra-
tional Bézier meshes [30], but some contributions
are presented as follows. The curved segments are
considered in the evaluation of the sizing function
used during the linear meshing step, instead of us-
ing straight segments. Moreover, topology modifica-
tions are adopted to remove singularities from high-
order elements. Those singularities possibly occur
when an element is adjacent to multiple input curved
segments, and cannot be removed without topology
changes.

A high-order smoothing is proposed to avoid in-
valid elements and improve mesh quality. That pro-
cedure is based on a mesh deformation scheme via
linear elasticity and weighted smoothing applied to
rational models. A direct application of those steps
in all mesh elements has a high computational cost.
To avoid that, those steps are employed locally in a
set of disjoint groups of elements, maintaining com-
putational efficiency. We are not aware of any work
that has implemented a similar smoothing step on un-
structured IGA meshes composed of rational Bézier
triangles. Nevertheless, some works have employed
mesh regularization in high-order FEM, using de-
formation schemes [52–54] and mesh optimization
[41, 42, 45].

The proposed algorithm is especially useful when
high-order meshes with fewer elements are desired.
The other alternatives in the literature use auto-
matic discretization strategies, which can lead to ex-
cessively fine meshes when the geometry has high-
curvature. In such cases, despite improving the ac-
curacy and effectiveness of the numerical simula-
tion, automatic discretization increases the computa-
tional cost. The proposed algorithm implementation
is available in PMGen (Plane Mesh Generator), an
open-source program written in C++ language and
available at https://github.com/lmcv-ufc/PMGen.
Its graphical user interface has functionalities for geo-
metric modeling, discretization of isogeometric mod-
els, and visualization of the generated meshes and of
the quality metrics discussed in this work. Moreover,

PMGen is capable of generating meshes automati-
cally using curve subdivision procedures, even when
the geometry is complex. All files related to the ex-
amples presented in this paper are available in the
repository.

The remainder of this paper is structured as fol-
lows. In Section 2, we discuss the necessary geomet-
ric modeling concepts. In Section 3, we present the
proposed algorithm and the quality metrics. In Sec-
tion 3.3, we discuss the high-order smoothing step.
In Section 5, we present examples in which the pro-
posed algorithm was applied. Finally, in Section 6,
we present the concluding remarks.

2. Geometric Modeling

The 2D models studied in this work are described
by NURBS curves using the Boundary Representa-
tion paradigm (B-Rep). The topological information
consists of a set of vertices and edges, organized in
loops with consistent orientation (e.g., regions, holes
and constraints). The geometry of each edge is given
by a NURBS curve whose endpoints correspond to
its corresponding edge vertices. Fig. 1 illustrates ex-
amples of B-Rep models.

2.1. Rational Bézier Curve

A rational Bézier curve of degree p is defined as
the linear combination of a set of control points (pi)
in which the corresponding combination coefficients
Rp

i (r) (blending coefficients) for a given parameter r
are rational functions, i.e.,

C(r) =

p∑
i=0

Rp
i (r)pi. (1)

The rational blending functions are defined as

Rp
i (r) =

Bp
i (r)wi

W (r)
, with W (r) =

p∑
î=0

Bp

î
(r)wî, (2)

where wi is the weight associated with the control
point pi, and Bp

î
(r) is the corresponding Bernstein

polynomial

Bp
i (r) =

i!

p! (p− i)!
rp (1− r)p−i. (3)
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Topology vertex
Boundary geometry
Constraint geometry

(a) A plate with circular holes and constraints.

(b) A sheet with holes. Three regions are used to set
different material properties.

Figure 1: Examples of B-Rep models.

2.2. NURBS

NURBS are widely used in CAD systems since they
are capable of representing diverse types of curves
and surfaces [55]. A NURBS curve of degree p is
written as

Ĉ(r) =

m∑
i=1

R̂p
i (r)pi, (4)

where m is the number of NURBS functions and
R̂p

i (r) are the NURBS blending functions

R̂p
i (r) =

Np
i (r)wi

Ŵ (r)
, with Ŵ (r) =

m∑
î=1

Np

î
(r)wî. (5)

The B-Spline base functions (Np
i ) require a knot vec-

tor, which defines a set of non-negative and non-
decreasing parametric values delimited over the para-
metric range [r1, rm+p+1], where the curve is defined.
Given the knot vector r = [r1, r2, . . . , rm+p+1], the
B-Spline basis functions are defined by the Cox-de
Boor recursion formula [2]:

N0
i (r) =

{
1, ri ≤ r < ri+1

0, otherwise,

Np
i (r) =

r − ri
ri+p − ri

Np−1
i (r)+

ri+p+1 − r
ri+p+1 − ri+1

Np−1
i+1 (r),

(6)
where the number of knots nkin the knot vector is
related to the number of control points m and to the
degree p of the NURBS through

nk = m+ p+ 1. (7)

The B-Spline basis has important properties: linear
independence; non-negativity (Np

i (r) ≥ 0); partition
of unity (

∑m
i=1N

p
i (r) = 1) and compact support

(Np
i (r) = 0 if r /∈ [ri, ri+p+1]). The continuity of

Ĉ(r) curve at a given knot j is Cp−kj , where kj ≤ p
is the multiplicity of knot j in the knot vector. No-
tice that such properties are also valid for rational
basis functions. Fig. 2 shows a cubic NURBS curve
with r = [0 0 0 0.33 0.66 1 1 1] and w = [1 0.5 0.5
1]. In this example, the parametric coordinates of
knots 1, 2 and 3 are all equal to 0 (multiplicity equal
to 3), which forces the curve to pass by control point
p1. Similarly, the parametric coordinates of knots
6, 7 and 8 are all equal to 1 (multiplicity equal to 3),
which forces the curve to pass by control point p4.

The representation of a NURBS entity can
be changed while preserving its geometry and
parametrization. The Knot Insertion and Knot Re-200

moval algorithms modify the knot vector, while the
Degree Elevation and Degree Reduction algorithms
modify the curve degree. These operations are used
in the context of geometric modeling [2] and also for
applying refinements to isogeometric models [56].

Notice that a NURBS curve can also be represented
by a set of rational Bézier curves, and their control
points can be evaluated by the Bézier extraction pro-
cedure [2, 57, 58].
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(a) NURBS curve and control polygon.

0.0
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0.6

0.8
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0.0 0.2 0.4 0.6 0.8 1.0

(b) Bases R̂p
i .

Figure 2: Cubic NURBS curve (w = [1 0.5 0.5 1]).

2.3. Bézier Triangles

Bézier triangles are bivariate surfaces defined by a
set of control points, arranged in a triangular struc-
ture, as shown in Fig. 3. Those triangular surfaces
are evaluated by

T(r, s) =
∑

i+j+k=p

B̂p
i,j,k(r, s)pi,j,k, (8)

where r and s are the parametric coordinate, p is
the surface degree, pi,j,k are the control points and

B̂p
i,j,k are the bivariate Bernstein polynomials. The

triple index i, j, k in basis functions and control points
satisfies the constraints i+ j + k = p and i, j, k ≥ 0,
as illustrated in Fig. 3 (b). Moreover, the conversion

(a) Physical space.

0

(3,0,0)(2,0,1)(1,0,2)

s

r
(0,0,3)

(0,1,2)

(1,2,0)

(0,3,0)

(2,1,0)

(0,2,1)

4

(1,1,1)

2

8

6

3

1

59

7

(b) Parametric space.

Figure 3: Cubic Bézier triangle.

from the triple indexes (i, j, k) to the single index a
(depicted in Fig. 3 (b)) is given by

a = p− i− j + (p− i+ 1)(p− i)/2. (9)

The number of basis functions (i.e., control points) is
computed as

Ncp = (p+ 1)(p+ 2)/2. (10)

The bivariate Bernstein polynomials are defined as

B̂p
i,j,k(r, s) =

!p

!i !j !k
risj(1− r − s)k, (11)

and satisfy the following recursion formula [59]:

B̂p
i,j,k(r, s) =r B̂p−1

i−1,j,k(r, s) + B̂p−1
i,j−1,k(r, s)

+ (1− r − s) B̂p−1
i,j,k−1(r, s),

(12)

where it is assumed that B̂0
0,0,0 = 1 and B̂p

i,j,k = 0
for i, j, k < 0. This recursive definition, which resem-
bles de Casteljau’s algorithm applied to Bézier tri-
angles, is numerically stable [59, 60]. The bivariate
Bernstein polynomials also have linear independence,
non-negativity, and partition of unity properties.

The first partial derivatives of the bivariate Bern-
stein polynomials are:

∂

∂r
B̂p

i,j,k = p (B̂p−1
i−1,j,k − B̂

p−1
i,j,k−1),

∂

∂s
B̂p

i,j,k = p (B̂p−1
i,j−1,k − B̂

p−1
i,j,1−k).

(13)
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Efficient algorithms for the evaluation of bivariate
Bernstein polynomials and their derivatives are de-
scribed in Appedix A.1.

2.3.1. Rational Bézier Triangles

The rational version of a Bézier triangle is defined
in an analogous manner to the rational tensor prod-
uct Bézier and NURBS surfaces by also assigning
weights to each control point. Those rational entities
are important because they can represent quadrics
such as circles, ellipses, parabolas, and hyperbolas
exactly [59]. The rational Bézier triangle is defined
by

Tr(r, s) =

Ncp−1∑
a=0

R̃p
a(r, s)pa, (14)

where a is the single index presented in Fig. 3 (b) and
the rational Bernstein functions are

R̃p
a(r, s) =

B̂p
a(r, s)wa

W̃ (r, s)
, (15)

where W̃ is the weighting function

W̃ (r, s) =

Ncp−1∑
a=0

B̂p
a(r, s)wa. (16)

Basis functions derivatives are evaluated using the
quotient rule:

∂R̃p
a

∂r
= wa

W̃
∂B̂p

a

∂r
− ∂W̃

∂r
B̂p

a

W̃ 2
,

∂R̃p
a

∂s
= wa

W̃
∂B̂p

a

∂s
− ∂W̃

∂s
B̂p

a

W̃ 2
,

(17)

and the weighting function derivatives are evaluated
by

∂W̃

∂r
=

Ncp−1∑
a=0

∂B̂p
a

∂r
wa,

∂W̃

∂s
=

Ncp−1∑
a=0

∂B̂p
a

∂s
wa.

(18)

The Jacobian matrix of the plane rational Bézier tri-
angle is given by

J =


Ncp−1∑
a=0

∂R̃p
a

∂r
xa

Ncp−1∑
a=0

∂R̃p
a

∂s
xa

Ncp−1∑
a=0

∂R̃p
a

∂r
ya

Ncp−1∑
a=0

∂R̃p
a

∂s
ya

 (19)

where
pa = (xa, ya). (20)

It is worth mentioning that these derivatives are re-
quired in many numerical problems, such as in the
evaluation of stiffness matrices in linear elasticity
problems.

3. Proposed mesh generation algorithm

The mesh generation algorithm proposed in this
work aims to produce high-order Bézier triangle
meshes with good quality, and exact geometry. More-
over, the meshes are conform to the given boundary
and interior curves. The input consists of a region of
the B-Rep model and its parametrization data, which
correspond to the desired global mesh degree; and
a set of subdivision curves each of which is stored
in a vector of parametric values. Two restrictions
should be noted: the mesh’s degree must be greater
or equal to the highest degree of the boundary curves;
and each curve parametrization must have its own
NURBS knots.

The generation of the curve subdivision input to
the algorithm is not in the scope of this work. How-
ever, some algorithms developed by the authors are
available in the PMGen program [61]. Generating
the curve subdivision is a preprocessing step that im-
pacts the resulting mesh quality. So, it should be
done carefully in geometries with complex features,
such as regions of high curvatures and narrow regions.
Notice that maintaining the boundary parametriza-
tion allows a straightforward generation of compati-
ble meshes for models with multiple regions, e.g., the
sheet model shown in Fig. 1 (b).

Once parametrization data is available, Bézier seg-
ments are obtained as follows: the NURBS curves’
degrees are elevated to the mesh’s degree; the curves

6



are subdivided using Knot Insertion; and Bézier seg-
ments are attained using Bézier extraction. The ori-
entation of each Bézier segment is inherited from its
corresponding B-Rep loop.

The mesh generation algorithm consists of three
steps:

• Linear Mesh Generation. This step con-
structs the initial mesh that defines the mesh’s
topology. Here, all the curved segments in the
input boundary are represented by their respec-
tive chords.

• High-order Mesh Generation. This step el-
evates the degree of the linear mesh to the de-
fined degree, and restores the curved segments
of the input boundary. Also, the mesh topology
is modified locally to avoid singularities.

• High-order Mesh Smoothing. This step
improves the quality of the elements near
curved edges through the weight and coordinate
smoothing procedure discussed in Section 3.3.

Many structured meshing algorithms generate high-
order elements directly [62–64]. However, in the un-
structured meshing context, it is usual to build ini-
tial linear meshes in order to generate high-order ones
[30, 39, 45, 65].

In the case of isogeometric mesh generation with
Bézier triangles, other algorithms have been proposed
[30, 32, 35]. However, our approach has some valu-
able contributions we want to highlight. We consider
the curved segments in the evaluation of the sizing
function used in the linear meshing step, which usu-
ally does not receive any information from geometric
models besides segment chords. Moreover, the algo-
rithm includes a procedure to prevent the generation
of high-order elements with singularities, a problem
that is not discussed in other works related to plane
models. Furthermore, our high-order smoothing step
improve mesh quality by acting not only on the con-
trol points’ coordinates but also on their associated
weights, which was done in 3D meshing context [31],
but not in 2D cases, where only control point weights
were smoothed [30]. Finally, our code implementa-
tion is well optimized, written in C++, and outper-
forms the MATLAB implementation presented in [30]

by orders of magnitude in processing time. Perfor-
mance is particularly important in applications that
use a meshing algorithm many times, such as in shape300

optimization [36]. Fig. 4 illustrates the steps used
by the proposed algorithm to generate a cubic mesh.
Each step of that algorithm is further discussed in
the following.

(a) Input Geometry. (b) Linear mesh.

(c) Degree elevation and
boundary recovery.

(d) High-order smoothing.

Figure 4: Procedure for the proposed algorithm.

3.1. Linear mesh generation

For linear mesh generation, we adopt the advanc-
ing front algorithm presented in [61]. In this mesh-
ing technique, the sizing function is defined by a
background quadtree constructed based on the input
boundary curve subdivision. For each input Bézier
segment, the midpoint sm of its chord is evaluated.
The quadtree is refined until qside ≤ sl, where qside
is the side of the quadtree’s cell containing point sm,
and sl is the length of the segment’s chord.

This refinement criterion may be inadequate in the
case of high-order meshes because the difference be-
tween the chord and the arc of some segments in-
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creases. Therefore, here the discretization refinement
condition is modified as follows. The quadtree is re-
fined if

qside > (lce = sl − β dl), (21)

where sl = ‖p2 − p1‖, β is an input coefficient used
to control the influence of dl, which is the signed dis-
tance from Ĉ(tm) to the chord p1p2 computed as

dl = n̂ · (Ĉ(tm)− sm). (22)

The unit vector n̂ perpendicular to the chord is a 90◦

clockwise rotation of the unit vector oriented from p1

to p2, i.e.,

n̂ =

[
0 1
−1 0

]
p2 − p1

||p2 − p1||
; (23)

and tm is the center of the parametric range of the
NURBS curve Ĉ(t). We established limits to lce, i.e.,
lce ∈ [0.5sl, 1.5sl], to avoid an excessive variation that
may lead to negative values of lce.

Eq. (21) aims to define sizing functions that take
into account the deflection of curved edges. Note
that dl < 0 for concave segments, dl > 0 for convex
segments and dl = 0 for straight segments, which
is the default value used in the original algorithm
(see examples in Fig. 5). The segment orientation is
given by the loops adjacent to it. In case of constraint
edges, where both orientations are considered during
mesh generation, dl = 0 is adopted to avoid a low
sizing value for the concave segment. The effect of
Eq. (21) is further discussed in Section 4.

(a) Concave case. (b) Convex case.

Figure 5: dl measure in concave and convex segments.

After the initial construction phase, the quadtree is
refined by the maximum cell size obtained on bound-
ary cells in the previous phase, and also by enforcing

a 1:2 refinement ratio [66, 67]. The remaining proce-
dures related to the linear meshing are described in
[61].

Notice that additional criteria could be adopted in
the construction of the sizing function, for instance,
when a user-defined size map is specified or when a
curvature criteria is considered in the case of mesh
generation of parametric surfaces. In fact, any lin-
ear meshing algorithm capable of producing meshes
conforming to a given boundary could be used.

3.2. High-order mesh generation

With a good linear mesh established, the Degree
Elevation algorithm is applied to each triangle of the
mesh to create an initial high-order mesh. The data
structure used for mesh storage should be considered
in the implementation of this step. First, the internal
control points of the edges, which are Bézier curves of
degree p, are determined. Then, the internal control
points of each Bézier triangle of degree p are deter-
mined, and the incidence of the control points be-
longing to the element edges is stored. In both cases,
the Degree Elevation can be performed by linear in-
terpolation since these geometries are linear. Finally,
the input boundary given by the geometric model is
assigned to corresponding elements adjacent to the
input edges, as depicted in Fig. 6.

(a) Element after degree el-
evation.

(b) Element after bound-
ary replacement.

Figure 6: Boundary replacement applied to a cubic Bézier Tri-
angle.

After generation of the initial high-order mesh,
care must be taken to avoid high-order elements with
singularities at corner control points. The Jacobian
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of the element mapping tends to zero at vertices ad-
jacent to curved edges since the angle between those
edges approaches 180◦, as shown in Fig. 7 (b). Note
that optimal convergence can only be achieved if the
determinant of the Jacobian matrix becomes con-
stant under mesh refinement [30, 68], which cannot
be guaranteed in those cases.

A threshold angle θc = 155◦ is adopted. This value
was tested in many examples and was adequate to de-
tect this issue. Elements adjacent to two input edges
are grouped with the neighboring element of their in-
ternal edge and split into four elements. The new
corner vertex shared by all new triangles is located
at the middle of the collapsed edge. Fig. 7 illustrates
the application of this procedure. A more unusual
case occurs when an element is adjacent to three in-
put edges, which can happen when closed constraint
loops are considered. In this case, the element is split
into three, as shown in Fig. 8. Notice that this issue
cannot be solved without changing mesh topology lo-
cally, even if a nodal reallocation optimization is per-
formed. This problem is also discussed in the context
of isogeometric mesh generation of Bézier tetrahedra,
hexahedra, wedges and pyramids in [31].

3.3. High-Order Mesh Smoothing

Mesh validity is a primary concern in the high-
order mesh generation field. Invalid or bad quality
elements may be generated during a boundary re-
placement step, where curved segments are assigned
to straight edges. This problem tends to be worse as
the curvature of the edge increases and as the element
degree rises. Therefore, mesh deformation schemes
are adopted in many works to tackle this issue.

In Elasticity Smoothing (ES), an elastic analysis
is performed considering prescribed displacements on
the boundary nodes (or control points) to move them
from a straight configuration to a curved configura-
tion represented in a geometric model. Linear analy-
ses are usually employed [69, 70], but the use of incre-400

mental linear analyses [54], nonlinear elastic analyses
[52], and thermo-elastic analyses [53] is also reported
in the literature. The last two methodologies, in com-
parison with the linear analysis approach, are more
effective and produce meshes with better quality, but

have higher computational cost. Fig. 9 illustrates an
example of the application of linear elasticity.

Control point weight smoothing is an analogous
approach that aims to reduce the variation of the
weights over the domain [30]. In this case, a steady-
state heat conduction analysis is performed using
weights of the boundary control points as prescribed
temperature along the boundary of the domain,
smoothing internal weights of the mesh. Although an
excessive variation of weights does not result in tan-
gled elements, it directly affects the element’s para-
metric mapping and quality, and can inhibit optimal
convergence rates in finite element applications [38].

The high-order smoothing (HOS) adopted here
consists of two steps. First, the control weights are
smoothed using the described heat-transfer approach.
Then, a linear elastic analysis is performed over the
mesh with smoothed weights in order to smooth the
control points’ coordinates. Linear analysis is cho-
sen instead of more complex alternatives to keep the
HOS step efficient while preventing the occurrence of
tangled elements, and improving mesh quality.

Even if linear analysis is adopted, the computa-
tional cost of the HOS step is notably high in com-
parison with the linear mesh step. It may limit the
use of the meshing algorithm in some contexts, as in
shape optimizations, especially when heuristic algo-
rithms (e.g., genetic algorithm) are used.

On the other hand, a considerable number of the
mesh’s elements have negligible displacements. For
instance, Fig. 10 shows an example of the applica-
tion of linear elasticity and the obtained displacement
field. Thus, only elements close to the curved edges of
the boundaries have significant displacements, while
the majority of elements presents small or even neg-
ligible values. This behavior is analogous to that ob-
served in control point weight smoothing. Therefore,
we propose to apply both analysis locally, which can
greatly reduce the computation cost of the HOS step,
as will be discussed in the following.

3.3.1. Localized Linear Analysis

We seek to find a set of elements (F ) of the mesh
to process linear analyses locally. A subset of the
input edges is evaluated, and the elements adjacent
to their vertices form an initial set of elements F i (In
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(a) Detection of singularity. (b) Jacobian determinant of an ele-
ment with singularity.

(c) New elements without sin-
gularity.

Figure 7: Four-element split procedure used on elements with two adjacent input curved edges.

(a) Constraint input edges. (b) Detection of singularity. (c) New elements without singular-
ity.

Figure 8: Three-element split procedure applied to elements with three adjacent input curved edges.

Element Boundary Control Point
Element Internal Control Point

(a) With ES. (b) Without ES.

Figure 9: Boundary replacement of fourth degree: (a) with
elasticity smoothing, and (b) without elasticity smoothing.

Fig. 10 (a), F i corresponds to the marked elements).
Next, F i is expanded by adding all adjacent elements
of its vertices. This process is repeated (α− 1) times
(α = 1 =⇒ F = F i), where α is the degree of
adjacency, an input parameter.

In the case of linear elastic analysis, curved edges
are selected to form F i. An edge is classified as
curved if the length of its control polygon is not equal
to its chord. A threshold value of 1% is adopted to
check that condition. In the thermal analysis, only
rational edges are selected, in other words, edges with
wi 6= 1.

Fig. 11 depicts an application of the steps discussed
above to find the elements considered in HOS. The
set of elements F for each analysis usually has dis-
joint groups of elements, which should be analyzed
separately. The evaluation of each group is carried
out with a sub-mesh and sub-mesh-edge data struc-
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(a) Mesh after elasticity smoothing.

(b) Displacement magnitude.

Figure 10: An application of the elasticity smoothing and the
displacements obtained from linear analysis. Only the neigh-
borhood of curved edges presents relevant displacements.

ture. Those structures are directly related to the face
and edge topological structure of the mesh.

3.3.2. Implementation discussion

The sSubMesh class stores the necessary informa-
tion for processing the linear analysis: A list of ele-
ments (ElemList), which contains the elements used
in the local simulation; and a list of sub-mesh edges
(ExtEdge), where the boundary conditions are de-
fined. The class sSubMeshEdge has references to
adjacent elements in clockwise (cwsm) and counter-

(a) Boundary edges Eb. (b) Selected curved edges Ec.

(c) Element set F i. (d) Element set F .

Figure 11: Steps to find the element set processed in HOS.

clockwise (ccwsm) orientations, similar to the well-
known winged-edge data structure [20, 21], and also a
reference to corresponding mesh edge. Fig. 12 shows
the class diagram of the sub-mesh data structure.

Figure 12: Class diagram of the sub-mesh data structure.

The evaluation of existing sub-meshes is performed
using the same strategy used for the disjoint set data
structure [71]. The MakeSet operator initializes a
sub-mesh object for each element in F , inserting
each sSubMeshEdge object of the element edge into
ExtEdge, as presented in the algorithm illustrated in
Fig. 13.

After the initial construction, the inner edges that
divide two sub-meshes are identified if both references
ccwsm and cwsm exist. The Union operator is applied
to each inner sSubMshEdge, resulting in a set of dis-
joint sub-meshes. Fig. 14 shows the Union operator
algorithm, where the ElemList and ExtEdge lists of
the output sub-mesh are updated appropriately. No-
tice that a sSubMeshEdge can store the same object

11



Figure 13: Pseudocode of the MakeSet operator.

in both ccwsm and cwsm references (this situation
happens in Fig. 16 (g)). In this case, the Union op-
eration is interrupted.500

Figure 14: Pseudocode of the Union operator.

The complete algorithm for the evaluation of sub-
meshes is presented in Fig. 15. The SelectEdges
function evaluates a set of edges in accordance with
the criteria discussed early. Note that any set of el-
ements can be passed as input. An example of the
application of the algorithm is shown in Fig. 16.

Once the sub-meshes are found, linear analysis is
conducted on each one. Note that this step can be
carried out in parallel. The boundary conditions
adopted in each sub-mesh are prescribed values ap-
plied to the control points of the edges in ExtEdge

Figure 15: Pseudocode of the algoritm to evaluate sub-meshes.

list. The input constraint edges and vertices from
the geometric model must also be considered. An
academic finite element analysis software developed
at Laboratório de Mecânica Computacional e Visual-
ização is employed to process both elastic and ther-
mal analysis, and its routines are available in PMGen.
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(a) Initial sub-meshes. (b) 4 unions processed.

(c) 8 unions processed. (d) 12 unions processed.

(e) 16 unions processed. (f) 20 unions processed.

(g) 23 unions processed. (h) Final sub-meshes.

Figure 16: Application of the algorithm shown in Fig. 15 to a
set of 24 elements, resulting in two sub-meshes with 8 and 16
elements.

4. Quality metrics

Quality metrics are measures used to assess the
quality of mesh elements. Although it is important to
consider the numerical results derived from the appli-
cation of a mesh, it is accepted in the literature that
elements with excessive distortion, such as triangles
with high angles, decrease the accuracy and effec-
tiveness of numerical simulations. Therefore, metrics
based on element geometry are commonly used in the
context of mesh generation and mesh improvement.

In the case of high-order elements, the quality met-
rics are more complex due to the nonlinear mapping
between the element’s reference space and the ele-
ment’s physical space, with the presence of localized
distortions. The Jacobian (i.e., the determinant of
the Jacobian matrix) is commonly used in defining
metrics for high-order elements because of the geo-

metrical information it contains.
The ratio Qe

j of the minimum Jacobian to the
maximum Jacobian in the element, known as the
scaled Jacobian, is a metric used in many works
[30, 39, 53, 69, 70]. So,

Qe
j =

Je
min

Je
max

, (24)

where Je
min and Je

max are the smallest and the largest
value of the Jacobian inside the element, and Qe

j = 0
if Je

min ≤ 0. Large variations in the Jacobian dimin-
ishes the performance of an element, even if J > 0.
However, an extremely distorted element may show
small or no variation in J [38].

On the other hand, there are Jacobian-based met-
rics for linear elements that can be used to define
high-order metrics and can better detect distortion
[42, 45, 72]. Consider the triangle shape metric

Ts =

√
3

4

L2
m

AT
, (25)

where Lm is the mean edge length

Lm =

√√√√1

3

3∑
i=1

L2
i , (26)

in which Li is the length of edge i of the triangle
and AT is the triangle’s area. Ts varies in the range
[0,1], attaining its maximum value for equilateral tri-
angles. Knupp showed that this linear metric can be
evaluated using the Jacobian matrix [73], i.e.,

Tj =

√
3 γ

λ11 + λ22 − λ12
, (27)

where λ11, λ22 and λ12 are the components of the
metric tensor A = JT J and γ =

√
λ11 λ22 − λ212.

Equation (27) can be used in high-order triangle
elements to evaluate its quality at each parametric
coordinate (r, s). Thus, one possible element-wise
quality metric consists of the smallest value of Tj ob-
tained in the element, i.e.,

Je
ts = min

(r,s)
(Tj). (28)
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Two metrics for global evaluation of meshes are de-
fined from Je

ts, the smallest Je
ts in the mesh,

Jts = min
e

(Je
ts), (29)

and the average Je
ts in the mesh,

Jm
ts =

n̂∑
e=1

Je
ts

n̂
, (30)

where n̂ is the number of elements.
Notice that Je

ts is equal to Ts for linear elements.
Thus, Jts is suitable for both high-order and linear
elements, and, for this reason, it is not necessary
to combine two distinct metrics to make a general
one, as done in [40]. Moreover, for a given mesh,
Jts does not change under uniform refinement and
represents a lower bound for any mesh obtained in
this fashion. In contrast, the expected behavior of
the scaled Jacobian is to converge to 1 under uniform
refinement (only for h-refinements). Finally, notice
that, in the literature, there are approaches that de-
fine high-order metrics by integrating linear metrics,
rather than evaluating them at a set of points [42].
Those approaches have been successfully applied in
the context of mesh optimization [45] and moving
meshes [48].

In advancing front algorithms, the mesh genera-
tion process is guided by sizing functions that aim to
create high quality triangles, especially at the bound-
ary. However, in the case of high-order meshes, the
triangle’s height established by the sizing function
does not take into account curved edges, because the
linear mesh generation step is usually performed sep-
arately. In this work, the sizing function used in the
linear mesh algorithm is modified to take into ac-
count curved edges, as discussed in Section 3.1. To
show the importance of that modification, consider
triangles formed by two lines and a straight base, two
lines and a concave circular base, and two lines and a
convex circular base. Fig. 18 depicts the variation of
the Jts metric for each base with respect to the loca-
tion of the vertex opposite the base, and the curved
triangles with the largest metric. Note that there is
a big difference in the height (hb) that maximizes the
Jts metric in those cases.

Best
lce
Chord

J T
S

0.5

0.6

0.7

0.8

0.9

1.0

θ	(in	degrees)
−100o −50o 0o 50o 100o

Figure 17: Best Je
ts values by curvature θ of curved circular

edges.

Figure 17 displays the variation of the metric Je
ts

for isosceles triangles with a circular arc of θ base
and three different rules for evaluating the triangle’s
height. The first rule is the best height for each θ, the
second rule is the lce length defined in Eq. (21), and
the third rule is the curve chord, which is commonly
adopted by linear mesh generation algorithms, such
as those reported in [61]. The results for the height
equal to lce are better in comparison with the chord
case. Thus, higher quality meshes are expected when,
in the construction of the quadtree, the lengths lce are
used, rather than the lengths used in the standard
algorithm. However, notice that this modification af-
fects only one of the criteria used in the sizing func-
tion’s definition, so it is difficult to assess the impact
of this modification in practical cases.
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(a) Linear edge (hb ' 0.87 ∗ chord). (b) Concave edge (hb ' 1.38 ∗ chord). (c) Convex edge (hb ' 0.48 ∗ chord).

Figure 18: Jts of triangles with a straight base and two circular bases.

5. Examples

The proposed algorithm is evaluated on several ex-
amples. The degree of adjacency α = 2 and the sizing
function’s coefficient β = 1.6 are used in all examples.
These values were chosen based on our experience in600

many examples, including the ones presented in this
work. The machine used to run all examples has an
Intel Core 2 Quad Q6600 CPU with 2.40GHz and
8GB RAM.

The triangular integration scheme presented in [74]
is used here in the linear elastic and thermal analyses.
Quadrature rules with order equal to 2 (p−1) are used
for a mesh with degree p.

5.1. Effectiveness evaluation

The performance of the proposed algorithm is com-
pared with the algorithm employed in the TriGA pro-
gram [75], which implements the Dynamic Quadtree
algorithm presented in [30]. The input parametriza-
tion considered in the proposed algorithm is the
same used by TriGA, and cubic degree elements are
adopted.

Two examples are considered here, a plate orig-
inally presented in [67, 76] and a Torque Arm in-
spired by the example presented in [36]. The meshes
produced by the proposed algorithm are presented

in Fig. 20. Table 1 shows the Jts and Jm
ts met-

rics achieved by the proposed algorithm (P) and by
TriGA (T ). The results show that the proposed al-
gorithm obtains similar quality in terms of the Jts
metric, but superior quality in terms of Jm

ts , in both
cases. In addition, the proposed algorithm yields bet-
ter quality elements, as shown in the histogram in
Fig. 19. This result is expected since no smoothing
step is performed on control point coordinates by the
TriGA algorithm. The PMGen implementation also
presented superior efficiency.

Table 1: Mesh quality obtained in Example 5.1.

Example
Jts Jts Jm

ts Jm
ts

(P) (T) (P) (T)

Plate 0.6419 0.6461 0.9365 0.9258
Torque Arm 0.5517 0.5588 0.9339 0.9038

5.2. Evaluation in complex geometries

In this section, the proposed algorithm is applied
to complex geometries. Two examples are studied,
a guitar and the fluid between two rotors, where the
geometry is based on the problem presented in [63].
In the case of complex geometries, the use of curve
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Figure 19: Mesh elements per quality range.

(a) Plate.

(b) Torque Arm.

Figure 20: Cubic meshes generated by the proposed algorithm
in Example 5.1 using discretization provided by TriGA [30].

subdivision is appropriate due to the presence of com-
plex features, such as high curvature and narrow re-

gions. For the examples considered here, curve sub-
division is performed by the algorithm developed in
[61], which requires three input parameters: the max-
imum (Lmax) and the minimum (Lmin) edge lengths,
and the maximum curvature (θmax). The implemen-
tation of this algorithm is available in the PMGen
program. For both models, cubic meshes are used.

(a) Guitar.

(b) Rotors.

Figure 21: Generated meshes of complex geometries.

Table 2 shows the curve subdivision input param-
eters adopted in each example. The efficiency of the
proposed algorithm is compared with Gmsh program
[77], using the same curve subdivision adopted in
PMGen, cubic T10 finite elements, and a high-order
smoothing optimization algorithm available in Gmsh
[41, 43, 44]. The parameters used in Gmsh are pre-
sented in Table B.1. Notice that the two algorithms
are not strictly comparable since Gmsh does not ex-
actly represent rational geometries. However, the ca-
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pacity to produce valid high-order meshes in complex
geometries remains relevant for both programs. Be-
sides, Gmsh is a mature finite element software that
has an efficient implementation and is used in many
CAE programs. It is important to assess the effi-
ciency of the proposed algorithm in addition to mesh
quality. Thus, It is reasonable to compare both pro-
grams, considering the same input subdivision and
the same final mesh’s degree, in terms of efficiency
and quality.

Table 2: Curve subdivision parameters in Example 5.2.

Example Lmax Lmin θmax

Guitar 8 0 75◦

Rotors 30 0 60◦

The meshes produced by the proposed algorithm
are shown in Fig. 21. Table 3 presents mesh quality
results (P for PMGen and G for Gmsh), and Table
4 shows time measurement results, where th is the
elapsed time in HOS, including the degree elevation
step, and tl is the elapsed time during linear meshing
step. The proposed algorithm generates high qual-
ity meshes for both examples, but with slightly in-
ferior metrics in comparison with Gmsh. Neverthe-
less, the proposed algorithm is faster and produces
meshes with fewer elements. The HOS step repre-
sents a considerable part of the total elapsed time for
the proposed algorithm, but the time spent on HOS is
comparable to the time spent on the linear meshing
step. Notice that, although the mesh optimization
procedure in Gmsh has a considerably higher com-
putational cost than that of the proposed HOS, the
quality of the mesh it produces is slightly better than
the quality delivered by the proposed HOS procedure.

Table 3: Mesh size and mesh quality obtained in Example 5.2.

Example
n̂ n̂ Jts Jts Jm

ts Jm
ts

(P) (G) (P) (G) (P) (G)

Guitar 930 1240 0.464 0.600 0.922 0.948
Rotors 2117 2427 0.565 0.653 0.939 0.950

Table 5 shows the number of sub-meshes (nsm) and
the number of elements in sub-meshes (n̂sm) obtained

Table 4: Time measurements reported in Example 5.2.

Example
t∗l t∗h th + tl

(P) (G) (P) (G) (P) (G)

Guitar 63 46 67 471 130 517
Rotors 164 95 190 302 354 397

∗Elapsed time measured in milliseconds.

in each case. The thermal analysis is applied to a sin-
gle group of elements in both cases, while elastic anal-
ysis is applied several times in many small disjoint
groups of elements. The group of elements chosen in
thermal analysis is located at rational curves. These
models have only one loop with rational curves, the
circular hole in the Guitar model and the external
boundary on the Rotors model. The loops composed
only of rational curves always result in a single group
of elements, as observed in the Rotors case, where
roughly one half of the mesh is considered in the
thermal analysis step. This aspect affects the com-
putational costs of the meshing algorithm and may700

be considered in some models to exclude the thermal
step execution.

Table 5: Results obtained in Example 5.2.

Example
nsm n̂sm

Elastic Thermal Elastic Thermal

Guitar 8 1 470 91
Rotors 17 1 469 1102

The impact caused by the localized strategy in
HOS is presented in Table 6, where Jts and Jm

ts met-
rics and th/tl are shown for each example studied
here, considering global (Glob) and local (Loc) anal-
ysis. The impact on quality metrics is negligible,
while excellent improvements in the computational
efficiency of HOS is observed.

5.3. Effect of HOS on mesh quality

The effect of HOS on mesh quality is studied in
this section. The geometry consists of a mechani-
cal part presented in [78]. The curve subdivision is
performed using the same algorithm adopted in the
previous section, with Lmin = 0, θmax = 90◦, and
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Table 6: Quality metrics and computational costs of HOS in
global and local analysis.

Example
Jts Jm

ts th/tl
Loc Glob Loc Glob Loc Glob

Plate 0.64 0.64 0.94 0.94 0.89 3.72
Torque Arm 0.55 0.55 0.93 0.93 1.70 2.98
Guitar 0.46 0.46 0.92 0.92 1.08 4.75
Rotors 0.56 0.57 0.94 0.94 1.16 3.77

varying the value of Lmax. Quadratic, cubic, and
quartic meshes are generated by the proposed algo-
rithm in each case, with and without the HOS step.
In this example, the Jts and Jm

ts metrics are eval-
uated considering only the elements affected in the
HOS step since there is no effect on other elements.

Table 7 shows the mesh quality obtained in each
case. Both minimum (Jts) and average (Jm

ts ) metrics
increased in all cases and tend to be far better for
higher degrees. The overall element quality is good,
even without HOS, but poor quality or tangled el-
ements are generated in some cases. Moreover, the
distribution of elements by quality improves in all
cases, where more elements in higher quality ranges
are reported, as shown in Fig. 23.

Notice that the effect of coordinate smoothing is
reduced as the curvature of mesh elements decreases,
and as a consequence, the magnitudes of the pre-
scribed displacements become small. Here this be-
havior is observed as the discretization parameter
Lmax decreases, i.e., for Lmax = 2, where good
meshes are generated even without the HOS step.
We emphasize that the group of elements affected by
the proposed HOS adapts in accordance with the dis-
cretization, resulting in an empty set for the elasticity
analysis step. Hence, only weight smoothing is ap-
plied at very fine levels of curve subdivision. Figure
22 depicts the quartic meshes (with HOS) obtained
for each discretization and their quality distributions.

The elapsed times are also reported here. The HOS
step takes longer in comparison with the linear mesh-
ing step as higher degrees are used for the same level
of curve discretization. Notice that, in these cases,
the size of the global linear system increases, as well
as the computational cost of the numerical integra-

(a) Lmax = 6.

(b) Lmax = 4.

(c) Lmax = 2.

Figure 22: Quartic meshes generated by the proposed algo-
rithm (with HOS) in Example 5.3.
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(c) Lmax = 2.

Figure 23: Histogram of element quality for Example 5.3.
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Table 7: Influence of HOS on mesh quality and timings.

Lmax Degree
Jts Jts Jm

ts Jm
ts n̂ ∗nsm

∗n̂sm th/tl(HOS) (HOS)

2 0.0315 0.4472 0.9134 0.9226 1.10
6 3 0.0000 0.5650 0.9129 0.9255 200 1 (1) 115 (115) 2.27

4 0.0000 0.6115 0.9054 0.9202 5.20

2 0.2467 0.4632 0.9095 0.9101 0.72
4 3 0.2467 0.6168 0.9094 0.9172 399 1 (1) 133 (133) 1.61

4 0.1439 0.6822 0.9019 0.9162 3.65

2 0.6642 0.6933 0.9344 0.9366 0.41
2 3 0.6572 0.6994 0.9339 0.9364 1248 4 (4) 214 (214) 0.84

4 0.6259 0.6957 0.9313 0.9336 1.41

∗Values reported in elastic and (thermal) analyses.

tion of element matrices. On the other hand, for the
same degree the ratio th/tl decreases as the curve
subdivision level rises.

6. Conclusion

This work presented an algorithm for the au-
tomatic generation of unstructured isogeometric
meshes composed of high-order rational Bézier tri-
angles. The algorithm conforms to an input
parametrization of the domain, which is defined by B-
Rep using NURBS curves. The algorithm is divided
into three steps: 1) generation of a linear mesh us-
ing an advancing front algorithm, where mesh topol-
ogy is defined (the curved segments are considered
in the evaluation of the sizing function used during
this step); 2) generation of a high-order mesh by de-
gree elevation and boundary replacement, maintain-
ing the exact geometry of the model (singularities in
high-order elements are removed in this step); and 3)
smoothing of the control points’ weights and coordi-
nates in order to improve the quality of the elements
in the vicinity of the curved edges of the model (this
last step is applied locally, which improves the perfor-
mance of the proposed algorithm, and avoids tangled
and bad quality elements).

The algorithm was compared with TriGA, an aca-
demic software capable of generating unstructured
isogeometric meshes composed of rational Bézier tri-

angles, and superior results were obtained in two ex-
amples. In addition, the algorithm performs well
in the case of complex geometries. The high-order
smoothing step increased the quality of the meshes
as higher curvature and mesh degree are considered
in the input boundary representation. Moreover, the
local strategy adopted in the proposed HOS yields
remarkable efficiency, while it maintains the quality
gains obtained by the HOS step.

The efficiency of the proposed algorithm was com-
pared with Gmsh, a mature finite element mesh gen-
erator capable of producing and optimizing cubic T10
meshes, and similar results in terms of mesh quality
and execution time were observed. Hence, the pro-
posed algorithm implementation presented competi-
tive efficiency and it is capable to generate high-order
meshes of any degree and exact geometry.

For future work, we intend to use optimiza-
tion techniques to further improve the robustness
of the algorithm, ensuring that tangled elements
are not generated regardless of the input boundary
parametrization. In this case, the sub-mesh evalua-
tion algorithm can be used to define small regions for800

the application of optimization techniques. In addi-
tion, we intend to adapt the proposed algorithm in
order to use it in the context of surface mesh gen-
eration, where trimmed NURBS may be meshed in
parametric space. Lastly, we intend to extend our al-
gorithm to handle 3D cases, where Bézier tetrahedra,
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hexahedra, wedges and pyramids can be generated.
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stein–Bézier discretizations, Computer Meth-
ods in Applied Mechanics and Engineering 319
(2017) 83–123. doi:10.1016/j.cma.2017.02.

017.

[32] N. Jaxon, X. Qian, Isogeometric analysis on
triangulations, CAD Computer Aided Design
46 (1) (2014) 45–57. doi:10.1016/j.cad.2013.
08.017.

[33] S. Xia, X. Qian, Isogeometric analysis with
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[45] A. Gargallo-Peiró, X. Roca, J. Peraire, J. Sar-
rate, Distortion and quality measures for
validating and generating high-order tetra-
hedral meshes, Engineering with Comput-

23

http://linkinghub.elsevier.com/retrieve/pii/S0045782516300342
http://linkinghub.elsevier.com/retrieve/pii/S0045782516300342
http://linkinghub.elsevier.com/retrieve/pii/S0045782516300342
http://linkinghub.elsevier.com/retrieve/pii/S0045782516300342
http://linkinghub.elsevier.com/retrieve/pii/S0045782516300342
http://linkinghub.elsevier.com/retrieve/pii/S0045782516300342
http://linkinghub.elsevier.com/retrieve/pii/S0045782516300342
http://dx.doi.org/10.1016/j.cma.2016.02.012
http://linkinghub.elsevier.com/retrieve/pii/S0045782516308568 http://linkinghub.elsevier.com/retrieve/pii/ S0045782516308568
http://linkinghub.elsevier.com/retrieve/pii/S0045782516308568 http://linkinghub.elsevier.com/retrieve/pii/ S0045782516308568
http://linkinghub.elsevier.com/retrieve/pii/S0045782516308568 http://linkinghub.elsevier.com/retrieve/pii/ S0045782516308568
http://linkinghub.elsevier.com/retrieve/pii/S0045782516308568 http://linkinghub.elsevier.com/retrieve/pii/ S0045782516308568
http://linkinghub.elsevier.com/retrieve/pii/S0045782516308568 http://linkinghub.elsevier.com/retrieve/pii/ S0045782516308568
http://dx.doi.org/10.1016/j.cma.2017.02.017
http://dx.doi.org/10.1016/j.cma.2017.02.017
http://dx.doi.org/10.1016/j.cma.2017.02.017
https://www.sciencedirect.com/science/article/pii/ S0010448513001577 https://www.sciencedirect.com/science/article/pii/S0010448513001577
https://www.sciencedirect.com/science/article/pii/ S0010448513001577 https://www.sciencedirect.com/science/article/pii/S0010448513001577
https://www.sciencedirect.com/science/article/pii/ S0010448513001577 https://www.sciencedirect.com/science/article/pii/S0010448513001577
http://dx.doi.org/10.1016/j.cad.2013.08.017
http://dx.doi.org/10.1016/j.cad.2013.08.017
http://dx.doi.org/10.1016/j.cad.2013.08.017
https://www.sciencedirect.com/science/article/pii/ S0045782516312774 https://www.sciencedirect.com/science/article/pii/S0045782516312774
https://www.sciencedirect.com/science/article/pii/ S0045782516312774 https://www.sciencedirect.com/science/article/pii/S0045782516312774
https://www.sciencedirect.com/science/article/pii/ S0045782516312774 https://www.sciencedirect.com/science/article/pii/S0045782516312774
http://dx.doi.org/10.1016/j.cma.2016.09.045
https://www.sciencedirect.com/science/article/pii/S0045782518306418 https://www.sciencedirect.com/science/article/pii/ S0045782518306418
https://www.sciencedirect.com/science/article/pii/S0045782518306418 https://www.sciencedirect.com/science/article/pii/ S0045782518306418
https://www.sciencedirect.com/science/article/pii/S0045782518306418 https://www.sciencedirect.com/science/article/pii/ S0045782518306418
https://www.sciencedirect.com/science/article/pii/S0045782518306418 https://www.sciencedirect.com/science/article/pii/ S0045782518306418
https://www.sciencedirect.com/science/article/pii/S0045782518306418 https://www.sciencedirect.com/science/article/pii/ S0045782518306418
http://dx.doi.org/10.1016/J.CMA.2018.12.034
http://dx.doi.org/10.1016/J.CMA.2018.12.034
http://dx.doi.org/10.1016/J.CMA.2018.12.034
http://doi.wiley.com/10.1002/nme.5809
http://doi.wiley.com/10.1002/nme.5809
http://doi.wiley.com/10.1002/nme.5809
http://doi.wiley.com/10.1002/nme.5809
http://doi.wiley.com/10.1002/nme.5809
http://doi.wiley.com/10.1002/nme.5809
http://doi.wiley.com/10.1002/nme.5809
http://dx.doi.org/10.1002/nme.5809
http://dx.doi.org/10.1002/nme.5809
http://dx.doi.org/10.1002/nme.5809
http://link.springer.com/10.1007/s00366-019-00788-z
http://link.springer.com/10.1007/s00366-019-00788-z
http://link.springer.com/10.1007/s00366-019-00788-z
http://link.springer.com/10.1007/s00366-019-00788-z
http://link.springer.com/10.1007/s00366-019-00788-z
http://link.springer.com/10.1007/s00366-019-00788-z
http://link.springer.com/10.1007/s00366-019-00788-z
http://dx.doi.org/10.1007/s00366-019-00788-z
https://scholar.colorado.edu/mcen_gradetds/170
https://scholar.colorado.edu/mcen_gradetds/170
https://scholar.colorado.edu/mcen_gradetds/170
https://scholar.colorado.edu/mcen_gradetds/170
https://scholar.colorado.edu/mcen_gradetds/170
http://www.sciencedirect.com/science/article/pii/S0045782520304904
http://www.sciencedirect.com/science/article/pii/S0045782520304904
http://www.sciencedirect.com/science/article/pii/S0045782520304904
http://www.sciencedirect.com/science/article/pii/S0045782520304904
http://www.sciencedirect.com/science/article/pii/S0045782520304904
http://dx.doi.org/https://doi.org/10.1016/j.cma.2020.113305
http://dx.doi.org/https://doi.org/10.1016/j.cma.2020.113305
http://dx.doi.org/https://doi.org/10.1016/j.cma.2020.113305
https://www.sciencedirect.com/science/article/pii/ S0010448500001202 https://www.sciencedirect.com/science/article/pii/S0010448500001202
https://www.sciencedirect.com/science/article/pii/ S0010448500001202 https://www.sciencedirect.com/science/article/pii/S0010448500001202
https://www.sciencedirect.com/science/article/pii/ S0010448500001202 https://www.sciencedirect.com/science/article/pii/S0010448500001202
https://www.sciencedirect.com/science/article/pii/ S0010448500001202 https://www.sciencedirect.com/science/article/pii/S0010448500001202
https://www.sciencedirect.com/science/article/pii/ S0010448500001202 https://www.sciencedirect.com/science/article/pii/S0010448500001202
http://dx.doi.org/10.1016/S0010-4485(00)00120-2
http://dx.doi.org/10.1016/S0010-4485(00)00120-2
http://dx.doi.org/10.1016/S0010-4485(00)00120-2
http://link.springer.com/10.1007/s00366-013-0329-7
http://link.springer.com/10.1007/s00366-013-0329-7
http://link.springer.com/10.1007/s00366-013-0329-7
http://link.springer.com/10.1007/s00366-013-0329-7
http://link.springer.com/10.1007/s00366-013-0329-7
http://dx.doi.org/10.1007/s00366-013-0329-7
https://link.springer.com/chapter/10.1007/978-3-319-12886-3_2
https://link.springer.com/chapter/10.1007/978-3-319-12886-3_2
https://link.springer.com/chapter/10.1007/978-3-319-12886-3_2
http://dx.doi.org/10.1007/978-3-319-12886-3_2
http://dx.doi.org/10.1007/978-3-319-12886-3_2
http://dx.doi.org/10.1007/978-3-319-12886-3_2
http://link.springer.com/10.1007/978-3-642-24734-7_20
http://link.springer.com/10.1007/978-3-642-24734-7_20
http://link.springer.com/10.1007/978-3-642-24734-7_20
http://link.springer.com/10.1007/978-3-642-24734-7_20
http://link.springer.com/10.1007/978-3-642-24734-7_20
http://dx.doi.org/10.1007/978-3-642-24734-7-20
http://dx.doi.org/10.1007/978-3-642-24734-7-20
http://dx.doi.org/10.1007/978-3-642-24734-7-20
http://dx.doi.org/10.1016/j.jcp.2013.07.022
http://dx.doi.org/10.1016/j.jcp.2013.07.022
http://dx.doi.org/10.1016/j.jcp.2013.07.022
http://dx.doi.org/10.1016/j.jcp.2012.08.051
http://link.springer.com/10.1007/s00366-014-0370-1
http://link.springer.com/10.1007/s00366-014-0370-1
http://link.springer.com/10.1007/s00366-014-0370-1
http://link.springer.com/10.1007/s00366-014-0370-1
http://link.springer.com/10.1007/s00366-014-0370-1


ers 31 (3) (2015) 423–437. doi:10.1007/

s00366-014-0370-1.

[46] A. Johnen, C. Geuzaine, T. Toulorge, J. F.
Remacle, Efficient computation of the minimum
of shape quality measures on curvilinear finite
elements, CAD Computer Aided Design 103
(2018) 24–33. doi:10.1016/j.cad.2018.03.

001.

[47] X. J. Luo, M. S. Shephard, L. Q. Lee, L. Ge,
C. Ng, Moving curved mesh adaptation for
higher-order finite element simulations, Engi-
neering with Computers 27 (1) (2011) 41–50.
doi:10.1007/s00366-010-0179-5.

[48] E. Ruiz-Gironés, A. Gargallo-Peiró, J. Sarrate,
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Appendix

A - Bivariate Bernstein Polynomials and Derivatives

The dynamic programming concept is used to de-
fine an efficient algorithm to evaluate all basis func-
tions appearing in Eq. (12), avoiding waste of re-
sources. The array indexing scheme used to store
basis functions is shown in Fig. 3 (b).

During the evaluation of Bp basis, the terms
Bp−1

i−1,j,k, Bp−1
i,j−1,k and Bp−1

i,j,k−1 vanish, respectively,
when i = 0, j = 0 and k = 0. These terms are lo-
cated in the ith column, where Bp−1

i−1,j,k is in the same

position of the current element, and in the (i + 1)th

column, where Bp−1
i,j,k−1 and Bp−1

i,j−1,k are to the right
of the current element. Hence, for each intermediary
degree, processing the evaluation of the basis func-
tions in reverse order (i from 0 to p) does not re-
quire auxiliary memory. These considerations guide
the evaluation of basis functions in the algorithm pre-
sented in Fig. A.1. The inputs are a triangle of degree
p and barycentric coordinates r and s and the output
are the basis functions stored in the b array.

The algorithm for the evaluation of the first deriva-
tives is presented in Fig. A.2, where the derivatives
are stored in dr and ds arrays. The same consid-
erations used to construct the former algorithm are
used here. Note that the same memory used to store
partial derivatives in the s direction (array ds) can
be used to store and access basis functions (array b).

B - Gmsh parameters

Basis(p,r,s,b)

{

t = 1 - r - s;

b[0] = 1;

for(int d = 1; d <= p; d++)

{

n = (d+1)*(d+2)/2;

// Evaluate basis at column i = 0.

b[n-d-1] = s * b[n-2*d-1];

for(q = n-d; q < n-1; ++q)

b[q] = s * b[q-d] + t * b[q-d-1];

b[n-1] = t * b[n-d-2];

// Loop over each i column.

for(q = n-2-d, i = 1; i < d; ++i, --q)

{

b[q] = r * b[q] + t * b[q-d+i-1];

for(j = 1, --q; j < d-i; ++j, --q)

b[q] = r * b[q] + s * b[q-d+i] +

t * b[q-d+i-1];

b[q] = r * b[q] + s * b[q-d+i];

}

b[0] = r * b[0];

}

}

Figure A.1: Bézier triangle basis function code.

Table B.1: Gmsh parameters used in Example 5.2.

Parameter Value

Linear meshing algorihtm Frontal-Delaunay
Regularization algorithm Optimization
Target jacobian range 0.8 - 1.2
Number of layers 6
Distance factor 12
Boundary nodes Fixed
Weight on node displacement 1
Maximum number of iterations 100
Max. number of barrier updates 25
Strategy Disjoint strong
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FirstDerv(p,r,s,dr,ds)

{

// Evaluate basis functions (degree p-1).

Basis(p-1,r,s,b);

n = (p+1)*(p+2)/2;

// Evaluate derivatives at column i = 0.

dr[n-p-1] = 0.0;

ds[n-p-1] = p * b[n-2*p-1];

for(q = n-p; q < n-1; ++q)

{

dr[q] = -p * b[q-p-1];

ds[q] = p * (b[q-p] - b[q-p-1]);

}

dr[n-1] = ds[n-1] = -p * b[n-p-2];

// Loop over each i column.

for(q = n-2-p, i = 1; i < p; ++i, --q)

{

dr[q] = p * (b[q] - b[q-p+i-1]);

ds[q] = -p * b[q-p+i-1];

for(j = 1, --q; j < (p-i); ++j, --q)

{

dr[q] = p * (b[q] - b[q-p+i-1]);

ds[q] = p * (b[q-p+i] - b[q-p+i-1]);

}

dr[q] = p * b[q];

ds[q] = p * b[q-p+i];

}

dr[0] = p * b[0];

ds[0] = 0;

}

Figure A.2: Bivariate Bernstein polynomials first derivative
code.

27


	Introduction
	Geometric Modeling
	Rational Bézier Curve
	NURBS
	Bézier Triangles
	Rational Bézier Triangles


	Proposed mesh generation algorithm
	Linear mesh generation
	High-order mesh generation
	High-Order Mesh Smoothing
	Localized Linear Analysis
	Implementation discussion


	Quality metrics
	Examples
	Effectiveness evaluation
	Evaluation in complex geometries
	Effect of HOS on mesh quality

	Conclusion

