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Abstract

Our model combines elements of several literatures including the new economic geography, multinational firms, urban economics, and trade theory. A two-city country trades with the larger world, and firms and workers within the country are mobile between the two cities. Firms have two functions or occupations, such as headquarters and plant, which may be located together (integrated firm) or in separate cities (fragmented firm), with fragmentation incurring a cost. This element of the model is similar to Duranton and Puga (2005), but from here we move in a direction more linked to international trade theory. Industries differ in function intensities, and cities differ in Ricardian comparative advantage in functions, or the functions (not industries) have location-specific agglomeration economies. Our approach creates a distribution of fragmented and integrated firms across industries and across cities. We generate a number of economic insights, several of which can be examined empirically. First, as fragmentation costs fall, a city’s functional/occupational specialization rises and its sectoral specialization falls. Second, as fragmentation costs fall, there is a fall in the correlation across industries between the share of workers employed in industry z who are doing function i and industry z’s overall (integrated firm) i-function intensity. Put differently, a city’s industrial mix becomes a weak predictor of its occupational mix, consistent with A. Markusen and Barbour (2003).
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1. Introduction.

The production of final products and services typically requires a number of functions to be performed. Manufactured goods require engineering, finance and marketing; construction requires architects and lawyers, and so on. There may be spatial (e.g. inter-urban) differences in the efficiency with which such functions can be supplied so, if the functions are not perfectly tradable, efficiency differences in functions will translate into a pattern of comparative advantage in the final goods that use these functions. This paper investigates the impact of such differences for firm organisation, city specialisation, trade in goods, and for the associated gains from trade.

The concept of ‘function’ is fuzzy, depending on how narrowly it is defined. A rather aggregate level is the distinction between headquarters and production, as developed in some of the literature on foreign direct investment (Markusen 2002) and more recent work in the urban context (Duranton and Puga 2005, Rossi-Hansburg et al. 2009). A much finer level is that of a ‘task’, often thought of as a narrow stage of production and modelled as a continuum (Grossman and Rossi-Hansburg 2008, 2012, Autor 2013). Alternatively, functions could be synonymous with occupations. Indeed, a common statistical breakdown is to divide a firm’s workforce into production (or blue-collar) and non-production (or white-collar) workers.

The sort of function we seek to model corresponds to quite broad aggregates, such as engineering, finance, or law. Such functions have several properties. First, most functions are required in most sectors, though in different proportions, which could be referred to as the function intensity of a sector. Second, many large cities appear to have developed quite broad functional specialisms. London and New York in business services: finance, but also legal and advertising; the San Francisco area in both hardware and software; Los Angeles in a range of media and creative sectors. Some cities specialise in quite narrow ‘tasks’ but, at least for large cities, the broader functional concepts seem more relevant. Third, we think of functions as being associated with labour skills and firm capabilities, and suggest that these may be the fundamental level at which city comparative advantage is based. Cities develop the skill set – through learning or the composition of its labour force – that comes to define what the city is good at. Finally, the different functions of a firm could be located together or geographically separated. Many workers in London and New York may be in the same occupation such as finance, accounting, law, or advertising, but they work for (under contract to) firms in different sectors and places.

The fundamental trade-off that we study arises from the facts that the efficiency with which cities supply functions may vary, and that firms face additional costs if they source functions from different cities: we call these fragmentation costs, arising if e.g. engineering has to acquired in one city, legal services another, and so on. We develop a simple model to show
how the interaction between fragmentation costs, the function intensity of different sectors, and efficiency differences between cities cause firms in some sectors to integrate production in one place, and in others to fragment it between cities. Firms’ choices have implications for cities’ production structures; to what extent are cities able to specialise in the functions in which they are most efficient, and how does this map into the final product (sectoral) specialisation of cities?

Following from this, we investigate the effects of changes in fragmentation costs (arising perhaps from communication or transport improvements) on the production structure of cities and on their size and the real incomes. Real income gains are particularly large if there are increasing returns to functional concentration in a city, and fragmentation of firms allows cities to develop their functional specialisms. Changes in the production structure of each city may also change the production structure of the economy as a whole. How do changes in the costs of trading functions within an economy shape the external trade of the country?

In order to investigate these questions we develop a model that has elements of economic geography, the literature on vertical multinationals, urban economics, and external economies of scale with some novel twists. There are two regions or cities, with identical workers who are mobile between jobs within and between cities. There are many final products (sectors) and just two functions, each final product requiring the functions in different proportions. There is free trade in final products, capturing the idea that the cities under study are embedded in an integrated market. Firms in each sector may perform both functions in one location, referred to as integrated firms, or one function in each location, referred to as fragmented firms. However, splitting the production of a good between two locations incurs a ‘fragmentation cost’. This may be the cost of transporting ‘functions’ between cities, but is better thought of as coordination costs and the communication costs of maintaining links with suppliers in different cities.

The efficiency with which functions are produced is city specific, and we start with the simplest case in which there are Ricardian differences in the productivity of functions between cities. This provides a very clean example of how reducing fragmentation costs causes firms (in some sectors) to fragment, and causes cities to move from sectoral towards functional specialisation. Sectors with extreme function intensities are more likely to contain integrated firms, concentrating production in the city with the advantage in the function in which they are intensive. Sectors which draw more equally on both functions will contain firms that are fragmented, performing each in the city with respective efficiency advantage.

The Ricardian model provides a simple introduction, but functional comparative advantage is, we think, more likely to arise endogenously from cities’ acquired skills and consequent increasing returns to scale. Economies of scale are, we assume, external to the firm and
sector, occurring at the city-function level. In this case city specialisation turns out to be a discontinuous function of fragmentation costs and there is a range of fragmentation costs at which there are multiple equilibria. This arises because of the interaction between firm’s location decisions and scale economies: economies of scale large enough to overcome fragmentation costs are achieved only if a wide range of sectors fragment. If firms in all sectors are fully integrated neither city has a large enough comparative advantage to induce fragmentation; but if firms are fragmented then cities are functionally specialised, creating the scale and productivity differences that support fragmentation. Welfare gains from reductions in fragmentation costs can be particularly large if they induce spatial reorganisation and the move from sectoral to functional specialisation.

The questions we pose and the model we develop touches on many strands of international and urban economics. The division of firms’ activities (at least, HQ and production) has been studied in the literature on foreign direct investment (see Markusen 2002). Perhaps closest in spirit to this paper is the urban model of Duranton and Puga (2005), the focus of which is precisely the move from sectoral to functional specialisation, although again in the context of the division of HQ and production. The international trade literature has analysed trade in tasks, both in constant returns models (Grossman and Rossi-Hansburg 2008) and under increasing returns (Grossman and Rossi-Hansburg 2012). As well as its international focus, this literature works in a framework of many tasks and few final sectors. This does not capture the ubiquity which, we argued above, distinguishes functions from tasks; our approach therefore works with few functions (tasks) and many final sectors. The present paper also draws on economic geography modelling (Fujita et al. 1999), particularly in its analysis of the multiplicity of equilibria occurring at intermediate levels of spatial frictions. Finally, there are literatures on the impact of internal geography on external trade. Uneven distribution of factors of production within a country is studied by Courant and Deardorff (1992) and following literature (Brakman and van Marrewijk 2013), and the physical geography of proximity to ports is studied by Limao and Venables (2002). In the present paper the internal geography arises from city variation in efficiency in the production of functions.

We generate a number of economic insights, several of which we can examine empirically. First, as fragmentation costs fall, a city’s functional specialization rises and its sectoral specialization falls. A corollary is that a city’s industrial mix becomes a weak predictor of its functional mix. Interpreting function mix as occupational mix, this is consistent with the findings of A. Markusen and Barbour (2003). So, for example, a city may be relatively

---

1 See Rossi-Hansburg et al. (2009) for intra-urban separation of HQ and production.
specialized in blue-collar-intensive industries, but the workers in these industries are doing primarily white-collar functions.

2. The model

The ingredients of the model are locations, focussing on two cities; a primary factor, labour, which is mobile between cities; sectors, which we model as a continuum; and two functions, each using labour and being used as input by sectors. We build the model in stages, initially focusing on sectors and functions. In section 3 we use this to draw out results on fragmentation and specialisation, whilst keeping the general equilibrium side of the model in the background; we are able to do this by making sufficient assumptions to ensure that the two cities are symmetric, with the same wages. Section 4 then adds the general equilibrium side of the model enabling analysis of a richer set of possibilities.

The wage rate in city $j$ is $w_j, j = 1, 2$. The functions are labelled $A$ and $B$, and we assume that producing one unit of function $i$ in city $j$ requires $\lambda_{ij}$ ($i = A, B, j = 1, 2$) units of labour. We look at cases where these productivity differences are Ricardian and where they are endogenous due to increasing returns. Functions are used in the production of freely traded final goods. There is a continuum of such goods, indexed $z \in [0, 1]$, with price $p(z)$ the same in both cities. Each final goods sector contains a number of firms each of which produces one unit of output using as inputs $a(z)$ units of function $A$ and $b(z)$ of $B$. These input coefficients are fixed, the same in each city and, for simplicity we assume that firms use no labour. Internal returns to scale are constant, so setting firm scale at unity is without loss of generality. The input of each function varies across sectors, and we rank sectors such that low $z$ sectors are $A$-intensive, $a'(z) < 0, b'(z) > 0$.

Since the technology with which functions are combined into final goods, $a(z), b(z)$, is the same in both cities, urban comparative advantage is determined entirely by the efficiency with which cities use labour to produce functions, $\lambda_{ij}$. Cities are labelled such that productivity differences (if any) give city 1 a comparative advantage in function $A$, i.e. $\lambda_{A1}/\lambda_{B1} < \lambda_{A2}/\lambda_{B2}$. Since low $z$ sectors are $A$-intensive, city 1 will be attractive (other things equal) for firms in low $z$ sectors, and city 2 attractive for high $z$ sectors.

Firms in each sector can source functions from either city, but if the two functions come from different cities then a fragmentation cost is incurred. Each firm can therefore operate in one of three modes, choosing to operate entirely in city 1, entirely in 2, or to locate one function in city 1 and the other in city 2. Firms that produce in a single city are ‘integrated’ and will
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2 We think of functions as being produced within the organisational boundaries of each firm, although they could just as well be outsourced and purchased through an arms-length relationship.

3 The assignment of which function to which city will become clear, and does not merit additional
be labelled by subscript 1, 2 according to city of operation; those operating in both are ‘fragmented’ (subscript $F$). Fragmented firms incur additional cost, $T$, of operating in two locations. The profits of a firm in sector $z$ for each of the three production modes are therefore

$$\pi_1(z) = p(z) - [a(z)\lambda_{a1} + b(z)\lambda_{b1}]w_1,$$

$$\pi_F(z) = p(z) - [a(z)\lambda_{a1}w_1 + b(z)\lambda_{b2}w_2] - T,$$

$$\pi_2(z) = p(z) - [a(z)\lambda_{a2} + b(z)\lambda_{b2}]w_2. \quad (1)$$

The term in square brackets is unit production cost. Thus, a firm in sector $z$ uses $a(z)$ units of function $A$ and $b(z)$ units of $B$. The functions use labour, with input per unit output given by the $\lambda_{ij}$, depending on the city ($j = 1, 2$) in which the sector performs the function ($i = A, B$). Wage costs depend on where the functions are performed, and hence on the sector’s function intensity and chosen mode.

Firms’ choice of mode partitions sectors into three groups. First is a range of $z$ in which firms are integrated and produce both functions in city 1; as we show below, these will be low $z$ sectors, intensive in function $A$. Second is a range of sectors in which firms are fragmented producing function $A$ in city 1 and function $B$ in city 2; if such sectors exist they will be those with intermediate values of $z$ (i.e. using both functions in similar proportions). Third are high $z$ ($B$-intensive) sectors in which firms are integrated and operate only in city 2.

The boundaries between these ranges are denoted $z_1$, $z_2$, and are the sectors for which different modes of operation are equi-profitable, i.e. $\pi_1(z_1) = \pi_F(z_1), \pi_F(z_2) = \pi_2(z_2)$. Using (1), these mode-boundaries are implicitly defined by

$$\pi_F(z_1) - \pi_1(z_1) = b(z_1)[w_1\lambda_{b1} - w_2\lambda_{b2}] - T = 0,$$

$$\pi_F(z_2) - \pi_2(z_2) = a(z_2)[w_2\lambda_{a2} - w_1\lambda_{a1}] - T = 0. \quad (2)$$

The relationship between sectors, functions, and chosen modes of production is illustrated on figure 1, where the horizontal axis is the range of sectors, $z \in [0, 1]$, and the vertical is input of each function per firm. This is illustrated for an example in which $a(z) = [1 + \gamma(1 - 2z)]/2$ and $b(z) = [1 - \gamma(1 - 2z)]/2$, so that $a(z) + b(z) = 1$. The inequalities at the bottom indicate the relative profitability of operating each mode, with mode-boundaries $z_1$, $z_2$, indicated by the vertical dashed lines. The shaded area gives total city 1 use (and hence production) of function $B$ (with output denoted $X_{B1}$) and function $A$ (output $X_{A1}$) under the assumption that

---

notation.
there is one firm active in each sector. This framework of sectors, functions, and firms provides the basis for investigating patterns of firm organisation and urban specialisation.


We start by looking at the way in which firms’ mode of operation and the consequent location of sectors and functions depend on technology and fragmentation costs. Throughout this section we make a number of strong assumptions which make cities and sectors symmetrical. Function intensity of sectors is linear in \( z \) so, as in figure 1, \( a(z) = [1 + \gamma (1 - 2z)] / 2 \) and \( b(z) = [1 - \gamma (1 - 2z)] / 2 \). This form is symmetric, with middle sector, \( z = \frac{1}{2} \), equally intensive in \( A \) and \( B \); parameter \( \gamma \) measures the heterogeneity of function intensities across sectors. The labour input requirements of functions, \( \lambda_{ij} \), are described below, and will be constructed to be symmetrical (so city 1’s productivity advantage in \( A \) will be equal to city 2’s advantage in \( B \)). Together with the assumption of symmetry of cities (developed explicitly in section 4), these conditions imply equality of wages in each city, \( w_1 = w_2 \), with common value denoted \( w \). These assumptions enable us to derive a number of key results in this section. The full general equilibrium is set out in section 4 and asymmetric cases analysed in section 5.
3.1: Ricardian functional advantage.

Ricardian productivity differentials are captured by assuming that the labour input coefficients $\lambda_{ij}$, ($i = A, B, j = 1, 2$) are exogenous. City 1 has a productivity advantage in function $A$ and city 2 has an equal advantage in function $B$, so we define $\Delta \lambda = \lambda_{A2} - \lambda_{A1} = \lambda_{B1} - \lambda_{B2} > 0$. This supports full symmetry of cities and functions, so equilibrium will have $z_1 = 1 - z_2$, i.e. the mode-boundaries are equi-distant above and below the mid-sector, $z_2 - 1/2 = 1/2 - z_1$ (see figure 1). Explicit values for the mode-boundaries, $z_1, z_2$, then come from eqns. (2),

$$b(z_1) = T / w \Delta \lambda, \quad a(z_2) = T / w \Delta \lambda.$$  

We assume that fragmentation costs are incurred in labour, so $T = tw$.\footnote{In general this could be a combination of labour from both cities. With symmetric cities, the sourcing of this labour is irrelevant for profits.} Using our specific functional forms for $a(z), b(z)$ this gives

$$z_1 = \frac{1}{2} \left[ 1 - \frac{1}{\gamma} \left\{ 1 - \frac{2t}{\Delta \lambda} \right\} \right], \quad z_2 = \frac{1}{2} \left[ 1 + \frac{1}{\gamma} \left\{ 1 - \frac{2t}{\Delta \lambda} \right\} \right]. \quad (3)$$

**Integration to fragmentation:** Equations (3) capture the way in which the sourcing of functions by firms in each sector depends on fragmentation costs, technological differences, and function intensities. If $t = \Delta \lambda / 2$ then $z_1 = z_2 = 1/2$; this is the highest value of $t$ at which any sector fragments; we refer to it as the critical value and denote it $t^*$. For $t \geq t^*$ all firms are integrated and sectors are partitioned between cities; city 1 has sectors $z < 1/2$, i.e. sectors intensive in function $A$, and city 2 has sectors $z > 1/2$. If $t < t^*$, fragmented firms emerge, first in sectors that have similar use of both functions, i.e. $z$ in an interval around $1/2$ and of width $z_2 - z_1 = \frac{1}{\gamma} \left[ 1 - \frac{2t}{\Delta \lambda} \right]$, wider the smaller is $t$ and the larger are productivity differences, $\Delta \lambda$. This and eqns. (3) are illustrated on figure 2, which has sectors on the vertical axis and fragmentation costs, $t$, on the horizontal. Thus, at $t < t^*$ the most $A$-intensive sectors operate with integrated firms in city 1, the most $B$-intensive are integrated in city 2, and those with intermediate function intensities are fragmented.
Figure 2: Sectoral mode of operation.

The figure is constructed with $\gamma = 1$ and $\Delta \lambda = 0.4$. The critical value $t^*$ is proportional to $\Delta \lambda$ and, for a given value of $t/\Delta \lambda$, the range of fragmented firms is larger the smaller is $\gamma$, the parameter that measures the range of function intensities.\(^5\)

**Sectoral to functional specialisation:** Preceding paragraphs established where firms in each sector locate their activities. The dual question is: what activities take place in which cities? There are two aspects of this; what sectors are present in each city and, more importantly, what is the output of each function in each city, $X_{Aj}$, $X_{Bj}$?

The number of firms of each mode in sector $z$ is denoted $n_k(z) \geq 0$, $k = 1, 2, F$. Only one mode is active in each range of $z$, so sectors are active (the number of firms non-zero) in city 1, in both, or in city 2 according as:

$$n_1(z) > 0 \text{ for } z < z_1; \quad n_F(z) > 0 \text{ for } z_1 < z < z_2; \quad n_2(z) > 0 \text{ for } z > z_2. \quad (4)$$

Output levels of each function in each city, $X_{ij}$, depend on demand from firms in each sector and city, their function intensity and their mode. They are given by

$$X_{di} = \int_0^1 a(z) [n_1(z) + n_F(z)]dz, \quad X_{b1} = \int_0^1 b(z)n_1(z)dz,$$

$$X_{d2} = \int_0^1 a(z)n_2(z)dz, \quad X_{b2} = b(z)\int_0^1 [n_2(z) + n_F(z)]dz.$$  \hspace{1cm} (5)

\(^5\) The figure has $\gamma = 1$, this being the special case in which all sectors become fragmented ($z_1 = 0$ and $z_2 = 1$) at $t = 0$. If sectors are more similar in function intensity, $\gamma < 1$, then all sectors become fragmented at some positive value of $t$; if $\gamma > 1$ then extreme sectors use only one function (see fig 1).
For the remainder of this section we assume that the number of firms is constant and the same for all sectors, denoted \( N \), so for each \( z \), \( n_{1}(z) + n_{F}(z) + n_{2}(z) = N \). The partition of sectors between cities is given by (3) so this, with (4) and (5) gives the following output levels. (See fig. 2 above for easy read-off; derivatives come from routine calculation and hold for \( t \leq t^{*} \)).

\[
X_{A1} = N \int_{z_{1}}^{z_{2}} a(z)\,dz = z_{2}\left[1 + \gamma (1 - z_{2})\right]N / 2, \quad \frac{dX_{A1}}{dt} = \left[1 + \gamma (1 - z_{2})\right] \frac{N}{2\gamma \Delta \lambda} < 0. \tag{6}
\]

\[
X_{B1} = N \int_{0}^{z_{1}} b(z)\,dz = z_{1}\left[1 - \gamma (1 - z_{1})\right]N / 2, \quad \frac{dX_{B1}}{dt} = \left[1 - \gamma (1 - z_{1})\right] \frac{N}{2\gamma \Delta \lambda} > 0.
\]

\[
X_{A2} = N \int_{z_{1}}^{z_{2}} a(z)\,dz = (1 - z_{2})\left(1 - \gamma z_{2}\right)N / 2, \quad \frac{dX_{A2}}{dt} = \left[1 + \gamma (1 - z_{2})\right] \frac{N}{2\gamma \Delta \lambda} > 0.
\]

\[
X_{B2} = N \int_{z_{1}}^{z_{2}} b(z)\,dz = (1 - z_{1})\left(1 + \gamma z_{1}\right)N / 2, \quad \frac{dX_{B2}}{dt} = \left[1 - \gamma (1 - z_{1})\right] \frac{N}{2\gamma \Delta \lambda} < 0.
\]

Given the dependence of mode-boundaries \( \{z_{1}, z_{2}\} \) on \( t \) (eqn. 3), equations (6) indicate how varying fragmentation costs changes the pattern of activity in the economy. We summarise results in proposition 1.

**Proposition 1:**

i) If \( t \geq t^{*} = \Delta \lambda / 2 \) then \( z_{2} = z_{1} = 1/2 \):

a) Mode: All firms in all sectors are integrated.

b) Sectors: Each sector operates in a single city.

c) Functions: Fraction \( \frac{1}{2} \left[1 + \frac{\gamma}{2}\right] \in [0.5, 0.75] \) of each function is produced in the city where it has comparative advantage.

ii) If \( t < t^{*} = \Delta \lambda / 2 \) then \( z_{2} - z_{1} = \frac{1}{\gamma} \left[1 - \frac{2t}{\Delta \lambda}\right] > 0 \): reductions in \( t \) bring,

a) Mode: An increase in the range of sectors \( z_{2} - z_{1} \) in which firms are fragmented.

b) Sectors: A decrease in sectoral specialisation, i.e. an increase in the range of sectors, to which each city contributes at least one function.

c) Functions: An increase in functional specialisation as outputs of functions move further in line with cities’ comparative advantage (see derivatives in (6)).

### 3.2. External economies of scale.

Ricardian efficiency differences might be due to differences in cities’ history or physical geography but are exogenous. We now suppose that productivity is endogenous, determined by the scale of activity of each function in each city. Given the substantial evidence base on
the presence of urban agglomeration economies this case is empirically relevant. It is also more complex although, since economies of scale are assumed to be external to the firm, we can keep the description of firms simple, as above.

Labour input coefficients are function and city specific, and are now assumed to be based on an endogenous part deriving from productivity spillovers in the same function and city, as well as a possible Ricardian component, which we now denote, \( \Lambda_{A1}, \Lambda_{B1}, \Lambda_{A2}, \Lambda_{B2} \), and \( \Delta \Lambda = \Lambda_{A2} - \Lambda_{A1} = \Lambda_{B1} - \Lambda_{B2} \geq 0 \). These productivity spillovers are denoted, \( s_{ij}, s_{b1}, s_{b2} \), with parameter \( \sigma_A, \sigma_B \) measuring the impact of spillovers in each function. The endogenous and Ricardian components of labour input coefficients are additive, giving

\[
\begin{align*}
\lambda_{A1} &= \Lambda_{A1} - \sigma_A s_{A1}, & \lambda_{A2} &= \Lambda_{A2} - \sigma_A s_{A2}, \\
\lambda_{B1} &= \Lambda_{B1} - \sigma_B s_{B1}, & \lambda_{B2} &= \Lambda_{B2} - \sigma_B s_{B2}.
\end{align*}
\]

We assume that the spillovers generated by each function in each city are equal to output in the function/city pair, so \( s_{ij} = X_{ij}, i = A, B, j = 1, 2 \). Hence, productivity differentials are, using eqns. (6) in (7),

\[
\begin{align*}
\lambda_{B1} - \lambda_{B2} &= \Delta \Lambda - \sigma_B [1 - \gamma(1 - z_1)], \\
\lambda_{A2} - \lambda_{A1} &= \Delta \Lambda - \sigma_A [1 + \gamma(1 - z_1)].
\end{align*}
\]

Thus, if \( z_2 \) is large a relatively small range of sectors undertake function \( A \) in city 2, this reducing city 2 productivity in \( A \), i.e. raising \( \lambda_{A2} - \lambda_{A1} \). If these spillovers are equally powerful in both functions, \( \sigma \equiv \sigma_A = \sigma_B > 0 \), and there is symmetry so \( w = w_1 = w_2 \), then the mode-boundaries (2) become,

\[
\begin{align*}
&\pi_F(z_1) - \pi_1(z_1) = [1 - \gamma(1 - z_1)] \left[ \lambda_{B1} - \lambda_{B2} \right] w / 2 - tw = 0, \quad (9a) \\
&\pi_F(z_2) - \pi_2(z_2) = [1 + \gamma(1 - z_2)] \left[ \lambda_{A2} - \lambda_{A1} \right] w / 2 - tw = 0. \quad (9b)
\end{align*}
\]

To analyse these relationships, we focus on (9a) and (9b), two equations in \( z_1 \) and \( \lambda_{B1} - \lambda_{B2} \) (the other pair being symmetric). Figure 3 illustrates these equations. The labour-input relationship (9a, dashed line) is downward sloping as a higher value of \( z_1 \) increases city 1 output of function \( B \), thereby reducing \( \lambda_{B1} \), the labour input requirement in 1 (and increasing \( \lambda_{B2} \); with constant returns and Ricardian differences, this line would be horizontal). The mode-boundary relationship is also downwards sloping, because higher productivity in function \( B \) will enlarge the set of sectors operating in integrated mode in city 1. The mode-boundary depends on fragmentation costs, and is drawn for two values of \( t \). Given labour-
input requirements, a higher \( t \) means that more sectors are integrated, hence the curve lies to the right.

Looking at the mode boundary for the higher value of \( t \), there are three equilibria. The left-most, labelled \( S \), is ‘stable’, as sectors to the left of this point have profits in integrated mode higher than in fragmented mode; starting to the left of this point sectors become integrated, increasing \( z_1 \). Equilibrium \( U \) is unstable, and the right-most equilibrium is \( S^* \), where \( z_1 = 1/2 = z_2 \), the boundary at which all sectors are integrated.

**Figure 3: Productivity and mode boundaries**

From this figure we can see how varying \( t \) changes equilibrium outcomes. At very high \( t \) the curves do not intersect, so the unique equilibrium is at \( S^* \), with all sectors integrated. At somewhat lower levels there are three equilibria, as discussed above. There is a critical value \( t^{**} \) at which points \( U \) and \( S^* \) merge. This is easily found analytically; it is the value of \( t \) at which both (9a) and (9b) hold at \( z_1 = 1/2 \), giving \( t^{**} = \left( \Delta \Lambda + \sigma \eta / 4 \right) / 2 \). This reduces to the Ricardian case if \( \sigma = 0 \), while \( \sigma > 0 \) implies a strictly higher critical point \( t^{**} \). At values of \( t < t^{**} \) full integration ceases to be an equilibrium, and there is a unique equilibrium value of \( z_1 \). This tracks to the left – fewer sectors integrated – as \( t \) falls, possibly reaching the boundary with all sectors fragmented, \( z_1 = 0 \).
This is illustrated in figure 4, giving mode-boundaries for the fully integrated equilibrium $S^*$ and for the equilibrium with fragmentation, $S$. Solid lines on the figure are equilibrium values of $\{z_1, z_2\}$. The appendix gives further details on parameter values at which various outcomes occur, and results are summarised in proposition 2.

**Figure 4: Sectoral mode of operation with increasing returns to scale**

![Graph showing the sectoral mode of operation](image)

**Proposition 2:**

i) If $t > t^{**} = [\Delta \Lambda + \sigma \nu \gamma / 4] / 2$ there is an equilibrium in which all sectors are integrated.

ii) If $t < t^{**}$ there is a unique equilibrium, in which a range of firms are fragmented.

iii) There is a range of values of $t > t^{**}$ at which there are multiple equilibria. In this range integration of all sectors is an equilibrium, and so too is fragmentation of an intermediate range of sectors.

iv) Increasing returns ($\sigma > 0$) means that, should fragmentation occur, the range of sectors that are fragmented is wider, at each $t$ and for each $\Delta \Lambda$, than if $\sigma = 0$.

**4. General Equilibrium: wages, prices, and industry scale**

To this point we have assumed that product prices are constant, that there is a fixed and equal number of firms in all sectors, and that there is sufficient symmetry for wages to be the same
in both cities. We now lay out the general equilibrium framework needed to move beyond these cases.

4.1 Geographical structure and wages.

The single country on which we focus contains three locations. One is a hinterland region, producing an ‘outside good’ using labour alone under constant returns to scale. This good is numeraire, and labour productivity in the sector gives fixed wage \( w_0 \). The other two are cities, home to sectors \( z \) and functions \( A \) and \( B \). Labour is perfectly mobile between cities and the outside region.

City workers face additional urban costs of commuting and high land prices. This means that the cost of living may vary across locations, in which case labour mobility implies that the equilibrium wages paid by producers in each city, \( w_1, w_2 \), may differ from \( w_0 \) and from each other. Urban costs depend on city size as described by the simplest form of the standard urban model (the Alonso-Mills-Muth model, Henderson and Thisse 2004). Each household occupies one unit of land and the rent in city \( j \) at distance \( r \) from the centre is \( h_j(r) \). All urban jobs are in the city centre (CBD), and commuting costs are \( c_j \) per unit distance. Workers choose residential location within and between cities so (since final goods prices are the same everywhere), real wages are equalised when \( w_j - c_j r - h_j(r) = w_0 \) for all \( j, z \). In a linear city in which there are \( K \) spokes from the CBD, along which people live and commuting takes place, population is \( L_j = K r_j^* \), where \( r_j^* \) is the edge of the city (length of each spoke). At the city edge land rent must be zero, so \( w_0 = w_j - c_j r_j^* = w_j - c_j L_j / K \) giving the city-size equations

\[
L_1 = (w_1 - w_0)K / c_1, \quad L_2 = (w_2 - w_0)K / c_2. \tag{11}
\]

It should be noted that \( L_j \) denotes both the number of residents and the number of workers in the city.

These equations simply say that larger cities have to pay higher wages in order to cover the commuting costs and rents incurred by workers. Finally, we note that rent in each city can be expressed as, \( h_j(z) = w_j - w_0 - c_j r = c_j (L_j / K - r) \), so integrating over \( r \) and adding over all spokes, total rent in a city of size \( L_j \) is

\[
H_j = c_j L_j^2 / 2K. \tag{12}
\]

Thus, while workers’ utility is equalised across all locations, the productivity gap associated with \( w_1, w_2 > w_0 \) is partly dissipated in commuting costs, with the rest going to recipients of land rents.
Free entry and trade

We now turn to specification of a full general-equilibrium model in which prices, outputs, numbers of firms, and trade are all endogenous. We present the equations for the spillover case, since that is the more complicated of the two. Most of the notation needed for this is already in place. We now need have two countries, domestic and foreign. Variable $Q_d(z)$ will denote the “domestic” country’s total production of sector $z$. In equilibrium, this will equal the sum of domestic purchases of domestic goods, $Q_{dd}(z)$, and foreign purchases of domestic goods, $Q_{df}(z)$. $Q_{df}(z)$ denotes domestic purchases of foreign goods.

The model now becomes larger in terms of dimensions and features a lot of simultaneity. In math programming language, it is a non-linear complementarity problem, in which corner solutions (which firm types are active or inactive in which industries in which cities) is a crucial feature of the model. Because of this, we discretise the number of sectors: in the simulations to follow model development, there are 51 $z$ sectors. The variables of the model are as follows (other are computed after model solution):

Non-negative variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_1, L_2$</td>
<td>labor demand or employment in city $i$</td>
</tr>
<tr>
<td>$w_1, w_2$</td>
<td>wages in city $i$</td>
</tr>
<tr>
<td>$X_{A1}, X_{A2}, X_{B1}, X_{B2}$</td>
<td>output of function $k = (A,B)$ in city $j$</td>
</tr>
<tr>
<td>$\lambda_{A1}, \lambda_{A2}, \lambda_{B1}, \lambda_{B2}$</td>
<td>labor requirements in function $k$ in city $j$</td>
</tr>
<tr>
<td>$Q_d(z)$</td>
<td>total output of sector $z$ (all firm types)</td>
</tr>
<tr>
<td>$Q_{df}(z)$</td>
<td>domestic demand for foreign goods</td>
</tr>
<tr>
<td>$n_1(z), n_2(z), n_F(z)$</td>
<td>number of firms of type 1, 2, F in sector $z$</td>
</tr>
<tr>
<td>$p(z)$</td>
<td>price of (domestic) good $z$</td>
</tr>
</tbody>
</table>

With the dimension of $z$ equal to 51, the model has 318 non-negative variables complementary to 318 weak inequalities. A strict inequality corresponds to a zero value for the complementary variable.

First, the supply-demand relationships for labor demand in the two cities are given as follows, where $\perp$ denotes complementarity between the inequality and a variable.

$$L_1 \geq \sum_z n_1(z)(a(z)\lambda_{A1} + b(z)\lambda_{B1}) + n_F(z)(a(z)\lambda_{A1}) \perp L_1 \quad (13)$$

$$L_2 \geq \sum_z n_2(z)(a(z)\lambda_{A2} + b(z)\lambda_{B2}) + n_F(z)(b(z)\lambda_{B2}) \perp L_2 \quad (14)$$

Second, wages are given from (11)
Third, output levels of the two functions in the two cities are given by

\begin{align}
X_{A1} &\geq \sum_z a(z)(n_1(z) + n_p(z)) &\perp X_{A1} \\
X_{A2} &\geq \sum_z a(z)n_2(z) &\perp X_{A2} \\
X_{B1} &\geq \sum_z b(z)n_1(z) &\perp X_{B1} \\
X_{B2} &\geq \sum_z b(z)(n_2(z) + n_p(z)) &\perp X_{B2} \\
\end{align}

Fourth, the labor input coefficients (inverse productivity) are given by

\begin{align}
\lambda_{A1} &\geq \Lambda_{A1} - \sigma_A X_{A1} &\perp \lambda_{A1} \\
\lambda_{A2} &\geq \Lambda_{A2} - \sigma_A X_{A2} &\perp \lambda_{A2} \\
\lambda_{B1} &\geq \Lambda_{B1} - \sigma_B X_{B1} &\perp \lambda_{B1} \\
\lambda_{B2} &\geq \Lambda_{B2} - \sigma_B X_{B2} &\perp \lambda_{B2} \\
\end{align}

The number of active firms of each type in each sectors is complementary to a zero-profit condition, that unit cost is greater than or equal to price. We use a simple formulation of the fragmentation cost: \( t(w_1 + w_2)/2 \). Note that all inequalities are homogeneous of degree 1 in wages and prices.

\begin{align}
w_1(a(z)\lambda_{A1} + b(z)\lambda_{B1}) &\geq p(z) &\perp n_1(z) \\
w_2(a(z)\lambda_{A2} + b(z)\lambda_{B2}) &\geq p(z) &\perp n_2(z) \\
w_1 a(z)\lambda_{A1} + w_2 b(z)\lambda_{B2} + t(w_1 + w_2)/2 &\geq p(z) &\perp n_p(z) \\
\end{align}

Total output of good \( z \) is given by the sum the outputs across firm types.
The final element is to specify the demand size of the model, which links outputs, prices, and the external foreign market. We give the demand functions here in order to complete specification of the model and then return to the utility and budget constraint which generate these demand functions in a short appendix.

The domestic country is assumed small as an importer, and so all foreign prices for the \( z \) sectors are given by an exogenous value \( \overline{F} \), common across all sectors. Domestic and foreign goods within a sector are CES substitutes with an elasticity of substitution \( \varepsilon > 1 \). Sectoral composites (domestic and foreign varieties) are Cobb-Douglas substitutes. The agricultural good \( R \) is treated as a numeraire. It is additively separable with a constant marginal utility and hence income does not appear in the demand functions for the \( Q \) goods (though we will introduce a demand shifter later).

The market clearing equation for the domestic good \( z \) is that supply equal the sum of domestic and foreign demand. \( \alpha_d \) and \( \alpha_f \) are “short hand” scaling parameters for domestic and foreign, that could depend on the relative market sizes for example (see appendix). \( \theta_d \) and \( \theta_f \) are the weights on the domestic and foreign varieties in the nest for each sector \( z \).

\[
Q_d(z) = Q_{dd}(z) + Q_{df}(z) = \theta_d(q(z))^{-\varepsilon}(\theta_d\overline{p}(z)^{1-\varepsilon} + \theta_f\overline{p}^{-1-\varepsilon})^{-1}\alpha_d
+ \theta_d(q(z))^{-\varepsilon}(\theta_d\overline{p}(z)^{1-\varepsilon} + \theta_f\overline{p}^{-1-\varepsilon})^{-1}\alpha_f \quad \perp p(z) \tag{29}
\]

Domestic demand for foreign goods is not needed to solve the core model, but is needed for welfare calculations after solution. These are given by

\[
Q_{df}(z) = \theta_f(\overline{p})^{-\varepsilon}(\theta_d\overline{p}(z)^{1-\varepsilon} + \theta_f\overline{p}^{-1-\varepsilon})^{-1}\alpha_d \quad \perp Q_d(z) \tag{30}
\]

As noted above, the core model is then 318 weak inequalities complementary with 318 non-negative unknowns.

4.3 Symmetric Ricardian and spillovers cases in general equilibrium

Figures A1 to A7 present simulation results that develop economic implications of the model. Figure A1 presents the symmetric Ricardian case, with fragmentation costs \( t \) on the horizontal axis. Each column of the figure is a solution to the model for that value of \( t \), as will be the case in the following figures (the jagged line is a consequence of the discreteness of sectors). The results naturally qualitatively resemble Figure 2 earlier in the paper. With all firms integrated, the middle sector (there is an odd number of sectors, 51) is produced in both countries.

Figure A2 shows further results for this case in four panels. The upper left panel gives Herfindahl concentration indices for sector concentration and function concentration for each level of fragmentation costs. The sector concentration is the sum over sectors of the squared
share of industry output located in city 1 plus the squared share in city 2 divided by the number of sectors (a normalization such that the index equals 1 if each sector produces only in one city). Output of the fragmented sectors is divided according to the task intensities of those sectors.

The function concentration index is the sum over tasks and cities of the share of task \( i \) produced in city \( j \) squared, divided by 2 (a normalization such that the index equals 1 if each task is produced in only one city). The upper left panel illustrated a principal result of the paper, that cities become more specialized in functions and less in sectors as fragmentation costs fall.

The upper right panel of Figure A2 illustrated an effect which was not discussed in previous sections. The fall in fragmentation costs improves the competitiveness of the urban (manufacturing and services) sectors relative to the rural (agricultural) good. With trade balance in urban sectors calibrated to zero at zero fragmentation costs, the trade balance with the foreign world is negatively related to fragmentation costs. Ease of internal transport and communications is a source of comparative advantage.

The bottom left panel of Figure A2 graphs the producer wage and welfare (recall all workers earn a wage of \( w_0 \) after commuting costs and land rent). Note from equations (15) and (16) that the producer wage is proportional to urban population or city size. Thus the very flat producer wage shown in the bottom left of Figure A2 indicates that a lowering a fragmentation costs doesn’t have a big effect on city size: increased outputs depress product prices some and so from the free-entry conditions, producer wages (city populations) don’t change much. The increase in welfare as fragmentation costs fall is small. Part of potential welfare gains is dissipated by falling prices (worsening terms of trade) due to the increased domestic productivity. Average Q prices are 2.5% lower with full fragmentation than under fully integrated production. This fall in prices also holds down urbanization (producer wages and employment) as fragmentation costs fall.

The bottom right-hand panel of Figure A2 relates to the findings of A. Markusen and Barbour (2003) mentioned earlier. The graph shows results (arbitrarily) for city 1 and function A. Across sectors, we use the results to get the “function intensity” of actual employment; that is, what is function A’s share of employment in sector \( z \). Then the column of these employment intensities are correlated with the function intensity \( a(z) \) of integrated production for each sector. So, for example, if all sectors are fragmented, then the employment share of function A is 1.0 in all sectors in city 1, and hence the correlation of these with the overall A-function intensity of sector A is zero. If all sectors are integrated, the employment intensity is the same as the sector function intensity for all sectors in which there is employment. Since there is no employment in some sectors, the correlation when all sectors are integrated is somewhat less than one.

This correlation in the bottom right-hand panel of Figure A3 is something that we can examine in the data. The theoretical results indicate that as fragmentation costs fall, the function (occupational) specialization of cities becomes less correlated with sectoral (industrial) specialization.

Turning to the spillovers case, Figure A3a shows results confirming those in Figure 3 earlier.
There is a region of multiple equilibria: one in which all sectors are integrated and one in which some (middle) sectors are fragmented. Results corresponding to those in Figure A2 for the Ricardian case are qualitatively the same as for the Ricardian case, and thus we won’t show them here.

One thing that is qualitatively different between the Ricardian and spillovers cases is the effect of increasing demand (increases in $\alpha_1$, $\alpha_2$ in (29 and (30)) on the equilibrium regime. In the Ricardian case in which the $\lambda$’s are constants, a symmetric situation ($w_1 = w_2$) means that the boundaries between the integrated and fragmented sectors do not depend on demand (also true in the partial-equilibrium case as seen in (3)).

However, in (7) and here in (21)-(24) we see that increases in total market demand will affect the $\lambda$’s and hence will affect regime boundaries in the spillovers case. Figure A3b shows the effect on the regime boundaries following a 50 percent increase in $\alpha_1$ and $\alpha_2$. For middle levels of $t$, additional sectors will now fragment as shown, which implies increases function specialization and lower sectoral specialization for a given level of fragmentation costs.

Although the level of demand does not affect the integration / specialization pattern in the Ricardian case, an increase in demand does lead to large cities in both the Ricardian and spillovers cases. These results are shown in Figure A4. Higher demand shift up the employment / city size curves as shown. So urbanization follows from higher demand. Although we have not modeled income elasticities or demand here, we can think of this as a parable for a world in which the urban sectors have a high income-elasticity of demand such that rising per-capita incomes (for whatever reason) shift demand toward the income-elastic urban goods, thereby increasing urbanization.

### 4.4 Asymmetric cases

Figures A5 and A6 consider some asymmetry between the sectors/cities. Figure A5 assumes that $\lambda_{A1} < \lambda_{A2} = \lambda_{B1} = \lambda_{B2}$. That is, city 1 has a comparative and absolute advantage in function A, while city 2 has a comparative advantage in function B, but no absolute advantage. For intermediate or high levels of fragmentation costs, the result in Figure A5 is that city 1 will have a larger range of integrated industries. The intuition follows from a simple argument by contradiction. Suppose that the solution was symmetric across cities. Then if sector $(1-z) (z > 0.5)$ is just breaking even in city 2, there would be positive profits for sector $z$ in city 1.

Figure A6 shows a similar result for the spillovers case: here only function A has spillovers, but in both cities (in contrast to the Ricardian case where only $\lambda_A$ is smaller in city 1 only). In equilibrium however, the spillovers case is similar: city 1 will have an a comparative and absolute advantage in function A, while city 2 has a comparative but not absolute advantage in function B.

These results show up as differences in city size/employment (which in turn translate into producer wages), shown in the right-hand panels of Figures A5 and A6. The city size difference
is large when all industries are integrated and small when all are fragmented (though largest in the middle for the spillovers case). Again, the intuition follows from a simple argument by contradiction. If city sizes (employment) were the same, then producer wages would be the same, in which case there must be positive profit opportunities in city 1 and/or losses incurred in city 2.

The convergence in city sizes as fragmentation costs become small seems to be in large part a terms-of-trade effect: as fragmentation costs fall, the relative prices of goods with low sector indices (located in city 1) fall a lot more in general equilibrium than the prices of the high index goods. An alternative way to think about this is that the high productivity of city 1 workers in the A function means that less workers are required to produce those tasks at given output prices and hence city 1’s employment falls some in response to that increased productivity.

4.5 Multi-function example

Figure A7 presents results for a multi-function case, the analysis of which is very preliminary as of this draft of the paper. The simulation is for a symmetric Ricardian case with 12 sectors and six functions. The difficulty with a multi-function case is that there is no unambiguous way to think about function intensities of sectors in a multi-function case (an old problem characterizing the n-good, n-factor Heckscher-Ohlin analysis of the 1970s). Factor intensity is inherently a binary concept. What we have done in this simulation is shown in the matrix of function intensities in the upper right-hand panel of Figure A7. Middle sectors 6 and 7 have relatively even function intensities across functions. As we move up or down the list of industries, factor intensities move toward being more uneven, with low-index sectors being intensive in functions 1-3 and high-index sectors being intensive in functions 4-6. This is obviously a very simple case where intensity rankings are pretty clear. The lower right-hand panel of A7 show the matrix of $\lambda$s, with city 1 having a comparative advantage in low function index functions. Combining these two right-hand panels, city 1 will have an unambiguous comparative advantage in low index sectors.

Another problem is how to define fragmented firms. There are potentially a great many firm types, where “type” is defined by the number of functions in city 1 with the rest in city 2. In addition, some potential firm types might do each of two functions in separate cities and some in both cities. The count of potential firm types is large. This problem is quite familiar to those of us working in the multinationals’ literature. What we have done in the simulations for Figure A7 is simply assume a single fragmented firm type, with has functions 1-3 in city 1 and 4-6 in city 2.

With only three firm types, the top left panel of Figure A7 looks similar to earlier results. The advantage of multiple functions is that we can now talk more meaningfully about city function concentration across functions (with only two functions, the concentration of A and B across cities is the same in the symmetric case). In the middle panel of Figure A7, we show Ellison-Glaeser indices for the employment concentration of each industry across cities. Similar to our earlier results on the Herfindahl index of sector concentration, here we see results by sector and see that sector concentration falls with falling fragmentation costs, and falls most markedly for
the middle sectors. Low fragmentation costs produce heterogeneous concentration figures across industries while they are homogeneous with high fragmentation costs.

The bottom left panel of Figure A7 show Ellison-Glaeser indices for employment concentration by function. As per our earlier results, these increase as fragmentation costs fall and increase more for the “fringe” functions. The indices of function specialization become more homogeneous as fragmentation costs fall.

This analysis of a multi-function case is extremely preliminary in this draft as noted earlier. However, any more complete analysis is going to run into the difficulties here in defining function intensities and in somehow limiting the number of firm types.
5. Empirical analysis

The theoretical model provides a rich set of predictions that relate changes in fragmentation costs to changes in a region’s sectoral and functional composition. In particular, the model predicts that as fragmentation costs fall more industries fragment such that region move from industrial to functional specialization. As a result, industry concentration decreases, functional concentration increases and the correlation between sectoral and functional employment goes down. The model also predicts that larger regions will have lower concentration of both industries and occupations.

To confront the predictions with the data, we need region-level information on type of output produced by workers and the type of functions workers do. Our empirical analysis uses detailed data on US employment available from BLS and Census. We also need a measure of fragmentation cost. An important difficulty we face is that fragmentation costs are not observables. Moreover, observable proxies do not provide region- or industry-level variation. We therefore simply assume fragmentation costs are falling over time, and use time as the proxy. This assumption is consistent with the decrease in the cost of exchanging information at a distance (fall in the cost of long distance calls, air travel, internet) and shipping components at a distance.

5.1 Index of concentration

The first two predictions are related to sectoral and functional geographic concentration. Locational Gini coefficients are often used to measure occupational agglomeration across U.S. metropolitan areas (e.g., Krugman (1991) and Audretsch and Feldman (1996)). A limitation of these measured, when studying industries, is that it could suggest high levels of concentration in cases where sectors comprised of a few large companies locate in a dispersed, random pattern. Instead, we use in the analysis is the Elison and Glaezer (1997) index of concentration which controls for this possibility by incorporating information about the size distribution of firms in the industry.

Suppose we have information on the shares $s_1, s_2, \ldots, s_M$ of industry (or occupation) employment in each of M geographic areas and the shares $x_1, x_2, \ldots, x_M$ of total employment in each of those areas, then an index of the degree to which an industry (or an occupation) is geographically concentrated is given by

$$\gamma = \frac{G/(1 - \sum_{m=1}^{M} x_m^2) - H}{1 - H}$$

where $G = \sum_m (s_m - x_m)^2$ is a sum of squared deviations of the industry’s state employment shares from the states’ shares of total employment, and $H = \sum_k z_k^2$ is the Herfindahl index of the
industry’s plant size distribution where $z_k$ is the $k$th plant’s share of the industry’s employment. Ellison and Glaeser (1997) refer to $G$ as the raw geographic concentration of employment in an industry. The subtraction of $H$ is a correction that accounts for the fact that the $G$ measure would be expected to be larger in industries consisting of fewer larger plants if locations were chosen completely at random.

The motivation for the EG index is that it is an unbiased estimate of a sum of two parameters that reflect the strength of spillovers and unmeasured comparative advantage in a benchmark model. The $\gamma = 0$ extreme corresponds to a model in which location decisions are independent of region characteristics. In this case, the probability of choosing area $m$ is $x_m$, the share of total employment in the region. At the other extreme, when $\gamma = 1$, region characteristics are so important that they completely overwhelm other factors, and the one region that offers the most favorable conditions will attract all the firms (or workers). In describing our results, we follow EG 1997 and refer to those industries with $\gamma$’s above 0.05 as being highly concentrated and to those with $\gamma$’s below 0.02 as being dispersed.

This index has many useful properties. It is easy to calculate and transparent. It is widely used, which allows us to compare our results with previous studies. It can be simulated in the theoretical model which allows use to confront the prediction of the theory with the data. Finally, because our measure uses shares, it does not confound features in time-series data such as the general decline in manufacturing.

### 5.2 Industry concentration

The model predicts that as fragmentation costs fall industry concentration decreases. Given our assumption on the evolution of fragmentation costs, this implies that industry concentration should decrease over time. To test this prediction, we explore the time-series in the concentration index defined in the previous section.

Information on employment by region-industry comes from the Bureau of Labor Statistics’ Quarterly Census of Employment and Wage dataset (QCEW). The QCEW publishes count of employment reported by employers covering 98 percent of US jobs. The information is available at the State-industry-year level. This information allows us to compute the raw concentration index, $G$, for each industry in our sample. We supplement the QCEW data using industry-year level information on employment by firm size class from the CPB, which we use to compute the Herfindahl index, $H$.

---

1 For our purpose, the QCEW is preferable to similar employment data available from the United States Census Bureau’s County Business Pattern (CBP) data because it contains fewer top coded entries. The correlation between the State-industry level measures of employment available in both dataset is 0.8. The less than perfect correlation is due, in part, to the imputation of values in the CBP.
A difficulty we face in developing our data is the frequent reclassification of industries. Over the period covered by our sample, the industry classification used in QCEW and CPB switches from the Standard Industrial Classification (SIC) to the North American Industrial Classification System (NAICS), and the NAICS is revised multiple times. For the analysis, we construct a longitudinal region-industry dataset restricted to industries that can be tract accurately across changes in classification. This reduces the size of the sample but ensures that our results are not driven by changes in the scope of industry definitions. For the analysis, we use a balanced panel that contains State-level data on 432 four-digit SIC industries across all sectors of the economy for years 1988 to 2013. About 54 percent of the 11,232 observations are in the manufacturing sector, the remainder are distributed across agriculture (9%), mining (2.5%), business and personal services (10%), and transportation, wholesale and retail sectors (24%).

We begin by looking at variation in industry concentration over time. As a first step, we compute the average concentration of industry employment for each year in our sample

\[ \gamma_t = \sum_{i=1}^{N} w_{i,t} \gamma_{i,t} \]

where \( i \) indexes industries and \( t \) years, \( w_{i,t} \) is the share of total employment accounted for by industry \( i \) in year \( t \), and \( \gamma_{i,t} \) is the industry concentration index for industry \( i \) in year \( t \). We compute the average index for each year in the sample as well as its components, \( G \) and \( H \) defined above.

Figure 1 depicts the evolution of the average industry concentration \( \gamma_t \) (solid line) and the raw concentration index \( G \) (dashed line) over time. By definition, the difference between \( G \) and \( \gamma \) (i.e., the gap between the solid and dashed lines) is proportional to the weighted average Herfindhal measure of plant-level concentration, \( H \). Overall, our estimates are comparable to those of previous studies. In particular, Dumais, Elisson and Glaeser (2002) report a weighted average concentration index of 0.036 for 1987 and 0.034 for 1992 using similar data. In our sample, corresponding values are 0.031 (for 1988) and 0.029. Figure 1 suggests that on average, industry employment is much less concentrated today compared to 20 years ago. There is a decline from about 0.3 to 0.2 in the average concentration over our sample. The figure also shows that most of the change in

\[ \text{We start from the most recent classification, NAICS revision 2012, and keep industry codes that match to a unique NAICS revision 2007 code. We then repeat the exercise going backwards through the other classifications: NAICS revision 2002, NAICS 1997, and finally SIC revision 1987.}

\[ \text{We start from the most recent classification, NAICS revision 2012, and keep industry codes that match to a unique NAICS revision 2007 code. We then repeat the exercise going backwards through the other classifications: NAICS revision 2002, NAICS 1997, and finally SIC revision 1987. The differences across studies can be explained by changes in sample definition. Our sample includes both manufacturing and services industries. By contrast, there sample is restricted to manufacturing which is more tradable and, as a result, more concentrated on average compared to services. When we restricted our sample to manufacturing, the average concentration index increases to 0.059 in 1988. This measure is relatively high compared to Dumais et. Al. because we a more disaggregated 4-digit SIC classification, instead of a 3-digit classification.} \]
concentration is due to variation in the raw concentration index $G$, as opposed to variation in plant-level concentration.
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Variation in average concentration can be decomposed into an across-industry and within-industry component as follows

$$
\frac{d\bar{y}_t}{dt} = \sum_{i=1}^{N} w_{it} \frac{d\gamma_{it}}{dt} + \sum_{i=1}^{N} \gamma_{it} \frac{dw_{it}}{dt}
$$

The first term captures the impact of changes in industry classification on the average concentration holding employment, while the second terms captures the impact of labor reallocation across industries holding industry concentration fixed. The model is about the second component.

To get a sense of the relative importance of the two components in explaining time series variation in average industry concentration, we represent industry share of employment by industry type in Figure 2. Industries are classified into 4 categories: very dispersed; dispersed; neutral; and concentrated according to the gamma index as indicated in the figure. The solid line depicts changes associated with both the cross-industry and the within-industry component. The dashed line holds the concentration index $\gamma$ fixed at the initial period value (i.e., $\gamma_t = \gamma_{1988}$) for each industry. By construction, the difference between the two lines provides an estimate for the contribution of the across industry component on industry concentration. A large gap indicates that variation in average concentration is due mainly to changes in industry-level measures of concentration rather than labor reallocation across industries.

[ FIGURE 2 HERE ]

As seen in Figure 2, there is an increase in the share of employment in very dispersed and dispersed industries and a decline in the share of employment in neutral and concentrated industries. The share of employment in very dispersed industries grows from about 52 percent in 1988 to about 64 percent in 2013, whereas the share of employment in concentrated industries decreases from about 18 percent to about 9 percent. The figure also makes clear that changes in measured industry concentration account for an important fraction of the variation in employment shares. In most cases, the solid line is steeper compared to the dashed line. A flat dashed line indicates that employment per industry remains relatively stable over time and imply that the decline in average concentration is mostly due to industries becoming more dispersed over time rather than, for example, dispersed industries gaining employment at the expense of concentrated industries.

5.3 Occupation concentration
The model predicts that as fragmentation costs fall more industries fragment such that region move from industrial to functional specialization. This implies that occupation concentration should increase over time in the data. To test this prediction, we explore the time-series in the concentration index defined in the section B, above.

Data on occupation by State comes from the BLS’s Occupational Employment Statistics (OES). “The OES program is the only comprehensive source of regularly produced occupational employment […] information for the U.S. economy.” It is based on a semi-annual mail survey of non-farm establishments and is available from 1988 to 2013. For the analysis, we restrict the sample to years 2002 to 2013. Data availability and classification issues are more severe than in the case of industries and prevent us from using a longer panel.\(^4\) Our data contains 652 detailed occupations defined at the six-digit SOC level. The classification is very disaggregated for instance our data distinguishes between Computer Programmers (SOC 15-1131); Software Developers, Applications (SOC 15-1132); Software Developers, Systems Software (SOC 15-1133); and Web Developers (SOC 15-1134).

In the case of occupations, information needed to calculate Herfindahl indices (i.e., firm-level occupation employment data) is not available. As an alternative measure of occupational agglomeration, we propose a modified version of the Ellison-Glaeser index similar to that use in Gabe and Able (2010). Instead of using a plant-level Herfindhal index, we control for the distribution of workers in an occupation across major industrial sectors, relative to total occupational employment. Our index of occupation concentration is therefore given by

\[
\gamma = \frac{G/(1 - \sum_{m=1}^{M} x_m^2) - I}{1 - I}
\]

where \(G\) is defined as before and \(I = \sum_i y_i\) where \(y_i\) is the occupation’s share of industry-i employment. The intuition for the correction factor \(I\) is that when occupation employment is concentrated in a few industries, the measured geographic concentration of the occupation will be higher on average.

Figure 3 depicts the variation of the employment weighted average occupation concentration over time. The figure makes two points clear. First, occupations are very dispersed on average. The average concentration index in our sample is around 0.006. Second, while the index remains small throughout the period, there is an increase in average over time. This suggests that occupations are becoming more geographically concentrated. This result contrast with our findings for industry

\(^4\) Prior to 1995, information is available at the National-level only. There is a major change in occupation classification in early 2000 from a property classification system to the Standard Occupational Classification (SOC). We could not find a reliable cross-walk between the two classifications. The SOC was revised in 2010 and we account for that change.
concentration.

[ FIGURE 3 HERE ]

To gain additional insights into the evolution of occupation concentration we decompose the time series variation into an across-industry and within-industry component. The results from this decomposition are shown in Figure 4. The figure shows that occupations we classify has very dispersed account for the vast majority of employment in the US. However, it also shows that this share is declining over time from about 90 percent in 2003 to about 87 percent in 2013 (solid line). As shown in the figure, most of this change is absorbed by an increase in employment in dispersed occupations. Employment in concentrated occupation is stable over time and account for a little more than 1 percent, while employment in neutral occupation declines by about 1 percent over the period.

[ FIGURE 4 HERE ]

Figure 4 also depicts changes in employment shares holding occupation concentration fixed at the initial period (dashed line). As in the case of industry concentration, the dashed lines are flat relative to the solid line. This implies that an important fraction of the variation in average occupation concentration is associated with variation in occupation-level measures of concentration, as opposed to changes in employment share across occupation.

5.4 Region output and occupation

The model predicts that as fragmentation costs fall more industries fragment such that region move from industrial to functional specialization. This implies that, within each region, the distribution of employees of industry $i$ across functions becomes less correlated with the overall (national) function intensity of industry $i$.

Testing this prediction requires industry-by-occupation information on employment. Ideally, we would compare region- to national-level measures of employment by industry-occupation. National data is available from the BLS’s Occupational Employment Statistics (OES) for year 1997 to 2013. However, regional information is only available for years 2012 to 2015. Given our interest in changes in fragmentation costs, this short time series is not sufficient for our purpose. Instead, we combine the national industry-by-occupation information with the industry-by-state data describe in section C to obtain a state-level predicted employment by occupation. We can compare this measure with observed state-level occupation employment. An alternative is to use the national industry-by-occupation information along with the occupation-by-state data describe in section D to obtain a state-level predicted employment by industry which can be compared to the observed state-level employment by industry. We explore both.
To compute predicted values, we compute two types of share. First, the share of employment in industry $i$ account for by occupation $o$

$$S_{io} = \frac{EMP_{io}}{EMP_i}$$

where $EMP_{io}$ denotes national employment in industry $i$ occupation $o$, and $EMP_i$ denotes national employment in industry $i$. Second, the share of employment in occupation $o$ accounted for by industry $i$

$$S_{oi} = \frac{EMP_{io}}{EMP_o}$$

where $EMP_o$ denotes national employment in occupation $o$. Using these measures, we compute predicted industry employment for each state-year as follows

$$S_o = \sum_i S_{io} EMP_{mi} \quad \text{and} \quad S_i = \sum_o S_{oi} EMP_{mo}$$

where $EMP_{mi}$ and $EMP_{mo}$ denote state $m$ employment in industry $i$ and occupation $o$, respectively.

To compare actual and predicted employment over time, we compute the correlations between actual and predicted employment for each state-year (i.e., $corr(S_o, S_o)$ and $corr(S_i, S_i)$). To simplify interpretation, we express this correlation in percentage deviation from the average correlation across years for each state. Finally, to obtain a unique number for each year we take the average across observation (industry or occupation) in each year. Our measure therefore provides an estimate for the percentage change in correlation between actual and predicted employment.

The results are presented in Figure 5 in the case of predicted state-occupation employment. The figure shows that there is a decrease in the correlation between predicted and actual employment. This is consistent with the prediction of the theoretical model in the case of a decrease in fragmentation costs. While the data provides qualitative support to the prediction, the measured decrease is quantitatively small, however. The decrease in correlation is about 1 percent over the period.

[ FIGURE 5 ]

5.5 Region size and concentration

The model predicts that larger regions will have lower concentration of both industries and occupations. To test this prediction, we compute an index of regional specialization for industry and occupation. We begin with industry specialization defined as
As shown in Table A1 in the Appendix, our index delivers a credible ranking. Nevada is the state with the highest specialization. Not surprisingly, the concentration is in the “Hotels and Motels” (SIC7011) industry. Alaska is second because of its important role in the “Animal and marine fats and oil” (SIC 2077) industry. Not surprisingly mining is prominent our list of the top 25 most specialized regions. West Virginia shows up with “Bituminous coal underground mining,” (SIC 1222) and “Bituminous coal and lignite surface mining” (SIC1221) while Texas shows up three times for “Oil and gas field exploration services,” (SIC 1382) “Crude petroleum and natural gas” (SIC 1311), and “Oil and gas field machinery and equipment” (SIC 3533). However, the list also features manufacturing and services industries, such as “Motor homes” (SIC 3716) in Indiana, “Motor vehicles and car bodies” (SIC 3711) in Michigan, “Prepackaged software” (SIC7372) in Washington, “Amusement Parks” (SIC 7996) in Florida, and “Security brokers and dealers” (SIC 6211) in New-York. Overall, these results fit our priors.

Results are presented in Table 1. The table presents OLS regression of the specialization index on measures of regional size (i.e., log total employment in the state). The table presents progressively richer specification. Column 1 includes a constant, column 2 year fixed effects, and column 3 region and year fixed effects. In all cases the partial correlation between specialization and size is positive and statistically significant as expected.

\[ IndSpec_m = \sum_i \frac{EMP_i}{EMP} \left( \frac{EMP_{im}}{EMP_m} \right)^2 \]

[ TABLE 1 ]

The index of regional specialization for occupation is defined as

\[ OccSpec_m = \sum_o \frac{EMP_o}{EMP} \left( \frac{EMP_{om}}{EMP_m} \right)^2 \]

As shown in Table A1 in the Appendix, our index delivers a credible ranking.

Results are presented in Table 2. The table presents OLS regression of the specialization index on measures of regional size (i.e., log total employment in the state). The table presents progressively richer specification. Column 1 includes a constant, column 2 year fixed effects, and column 3 region and year fixed effects. In all cases the partial correlation between specialization and size is positive and statistically significant as expected.

[ TABLE 2 ]
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Appendix 2: specification of utility and income.

The specification of utility (welfare) is quite standard for trade models. The $Q$ goods are a two-level CES nest. Domestic and foreign varieties for any $z$ sector have an elasticity of substitution of $\varepsilon > 1$ whereas goods from different $z$ sectors are Cobb-Douglas substitutes. $R$ is the agricultural good, giving a standard quasi-linear utility function

$$ U = \beta \ln \left( \prod_{z} \left( \frac{Q_{dd}(z)}{Q_{d}(z)} \right)^{\frac{\varepsilon - 1}{\varepsilon}} + \left( \frac{Q_{df}(z)}{Q_{f}(z)} \right)^{\frac{\varepsilon - 1}{\varepsilon}} \right) + R \tag{A1} $$

where $\beta$ is a scaling parameter. Income ($Y$) is given the sum of wages (net of commuting costs and rents = $w$) for all rural and urban workers ($L$) plus land rents $H_1$ and $H_2$ from (12).

$$ Y = w_0L + H_1 + H_2 \tag{A2} $$

The domestic economy's budget constraint is that $Y$ is spend on $R$ (used as numeraire) plus domestic and foreign urban goods.

$$ Y = R + \sum_{z} p(z)Q_{dd} + \sum_{z} \bar{p}Q_{df} \tag{A3} $$

(A3) can be substituted into (A1) to replace $R$.

$$ U = \beta \ln \left( \prod_{z} \left( \frac{Q_{dd}(z)}{Q_{d}(z)} \right)^{\frac{\varepsilon - 1}{\varepsilon}} + \left( \frac{Q_{df}(z)}{Q_{f}(z)} \right)^{\frac{\varepsilon - 1}{\varepsilon}} \right) + Y - \sum_{z} p(z)Q_{dd} - \sum_{z} \bar{p}Q_{df} \tag{A4} $$

Maximization of (A4) with respect to the $Q$'s (and equivalently for foreign) yields the demand functions in the body of the paper, which do not depend directly on $Y$ as is the usual result in quasi-linear preferences. Domestic demand for domestic good $z$ for example is:

$$ Q_{dd}(z) = \alpha_d (p(z))^{-x} (\alpha_d p(z)^{1-x} + \alpha_f \bar{p}^{1-x})^{-1} \tag{A5} $$

where $\alpha_d$ is a scaling parameter that is increasing in $\beta$ ($\beta_d$ which could differ from the foreign $\beta_f$). Suppose $\alpha_d = \alpha_f = 0.5$ and all $p(z) = \bar{p} = 1$. Then $\alpha = 2$ in the demand functions implies $\beta = 2^{\frac{1}{\varepsilon}}$ and $Q_{df} = 1$. Parameters $\alpha_d$ and $\alpha_f$ in the demand functions in section 2 are increasing in the $\beta$ of the domestic or foreign economy, and increases in the $\alpha$'s or $\beta$'s can represent increases in or differences in market size.1

---

1 My algebra indicates that the relationship between the $\beta$ in (A1) and the $\alpha$ in the demand functions above are related by $\alpha = 2(\beta/2)^{\frac{\varepsilon}{1+\varepsilon}}$. Because of the concavity of the log formulation of utility, $\beta$ must more than double to double market demand ($\alpha$) at constant prices.
Figure A1: Symmetric Ricardian Case

Ricardian comparative advantage, free entry, no spillovers

Figure A2: Symmetric Ricardian Case

(fragmentation cost t on horizontal axes)
Figure A3a: Symmetric Spillovers Case
Spillovers, free entry, no Ricardian comparative advantage
Base Case: region of multiple equilibria

Figure A3b: Symmetric Spillovers Case
Spillovers, free entry, no Ricardian comparative advantage
Base case, + 50% increase in market size

Figure A4: fragmentation cost versus market size and city employment (both cities have same employment)
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Figure A5: Asymmetric Ricardian Case
City 1: comparative and absolute advantage in function A

Figure A5b: Asymmetric Ricardian Case
City 1: comparative and absolute advantage in function A

Absolute advantage \implies larger city \implies lower sector and function concentration
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Figure A6: Asymmetric Spillovers Case
spillovers in function A only

<table>
<thead>
<tr>
<th>Sectors</th>
<th>Integrated in 1</th>
<th>Integrated in 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>fragmented</td>
<td>integrated</td>
</tr>
<tr>
<td>fragmentation cost  ( t )</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure A7: Multi-task Ricardian Model

12 sectors  6 functions

Matrix of function intensities

<table>
<thead>
<tr>
<th>K1</th>
<th>K2</th>
<th>K3</th>
<th>K4</th>
<th>K5</th>
<th>K6</th>
</tr>
</thead>
<tbody>
<tr>
<td>I1</td>
<td>I2</td>
<td>I3</td>
<td>I4</td>
<td>I5</td>
<td>I6</td>
</tr>
<tr>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>I1</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>I2</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>I3</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>I4</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>I5</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>I6</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Ellison-Glaeser type index for sector concentration

<table>
<thead>
<tr>
<th>K1</th>
<th>K2</th>
<th>K3</th>
<th>K4</th>
<th>K5</th>
<th>K6</th>
</tr>
</thead>
<tbody>
<tr>
<td>I1</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>I2</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>I3</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>I4</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>I5</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>I6</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
</tbody>
</table>

Matrix of Lamdas

<table>
<thead>
<tr>
<th>K1</th>
<th>K2</th>
<th>K3</th>
<th>K4</th>
<th>K5</th>
<th>K6</th>
</tr>
</thead>
<tbody>
<tr>
<td>I1</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>I2</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>I3</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>I4</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>I5</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>I6</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
</tbody>
</table>

Ellison-Glaeser type index for function concentration

<table>
<thead>
<tr>
<th>K1</th>
<th>K2</th>
<th>K3</th>
<th>K4</th>
<th>K5</th>
<th>K6</th>
</tr>
</thead>
<tbody>
<tr>
<td>I1</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>I2</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>I3</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>I4</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>I5</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>I6</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
</tbody>
</table>

Memory jog: lambdas are labor input requirements inverse of productivity
City 1 has comparative advantage in low K functions
Figure 1: Average industry concentration over time
Figure 2: Share of US employment by industry concentration
Figure 3: Average occupation concentration over time
Figure 4: Share of US employment by industry concentration
Figure 5: Change in correlation between actual and predicted state-by-occupation employment
Table 1

Employment and Industry Specialization

<table>
<thead>
<tr>
<th>Variable</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Log employment</td>
<td>0.447</td>
<td>0.499</td>
<td>1.127</td>
</tr>
<tr>
<td></td>
<td>(0.024)**</td>
<td>(0.023)**</td>
<td>(0.181)**</td>
</tr>
<tr>
<td>Year dummies</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>State dummies</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>R2</td>
<td>0.2</td>
<td>0.338</td>
<td>0.845</td>
</tr>
<tr>
<td>Sample size</td>
<td>1350</td>
<td>1350</td>
<td>1350</td>
</tr>
</tbody>
</table>

Notes: This table reports the results from OLS regressions of log employment on the industry specialization index defined in the main text. An observation is a state-year combination. I report beta coefficient to have more interesting point estimates magnitude. Standard errors are reported in parenthesis. A * and ** denote 5 percent and 1 percent statistical significance, respectively.

Table 2

Employment and Occupation Specialization

<table>
<thead>
<tr>
<th>Variable</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Log employment</td>
<td>-0.346</td>
<td>-0.337</td>
<td>-6.59</td>
</tr>
<tr>
<td></td>
<td>(0.034)**</td>
<td>(0.033)**</td>
<td>(0.526)**</td>
</tr>
<tr>
<td>Year dummies</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>State dummies</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>R2</td>
<td>0.12</td>
<td>0.18</td>
<td>0.76</td>
</tr>
<tr>
<td>Sample size</td>
<td>765</td>
<td>765</td>
<td>765</td>
</tr>
</tbody>
</table>

Notes: This table reports the results from OLS regressions of log employment on the occupation specialization index defined in the main text. An observation is a state-year combination. I report beta coefficient to have more interesting point estimates magnitude. Standard errors are reported in parenthesis. A * and ** denote 5 percent and 1 percent statistical significance, respectively.
<table>
<thead>
<tr>
<th>Ranking</th>
<th>SIC</th>
<th>Description</th>
<th>State</th>
<th>Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7011</td>
<td>Hotels and motels</td>
<td>Nevada</td>
<td>0.0198</td>
</tr>
<tr>
<td>2</td>
<td>2077</td>
<td>Animal and marine fats and oils</td>
<td>Alaska</td>
<td>0.0148</td>
</tr>
<tr>
<td>3</td>
<td>1222</td>
<td>Bituminous coal underground</td>
<td>West Virginia</td>
<td>0.0092</td>
</tr>
<tr>
<td>4</td>
<td>2512</td>
<td>Upholstered household furniture</td>
<td>Mississippi</td>
<td>0.0053</td>
</tr>
<tr>
<td>5</td>
<td>1382</td>
<td>Oil and gas exploration services</td>
<td>Texas</td>
<td>0.0052</td>
</tr>
<tr>
<td>6</td>
<td>2273</td>
<td>Carpets and rugs</td>
<td>Georgia</td>
<td>0.005</td>
</tr>
<tr>
<td>7</td>
<td>3716</td>
<td>Motor homes</td>
<td>Indiana</td>
<td>0.0048</td>
</tr>
<tr>
<td>8</td>
<td>1311</td>
<td>Crude petroleum and natural gas</td>
<td>Texas</td>
<td>0.0045</td>
</tr>
<tr>
<td>9</td>
<td>3711</td>
<td>Motor vehicles and car bodies</td>
<td>Michigan</td>
<td>0.0042</td>
</tr>
<tr>
<td>10</td>
<td>3533</td>
<td>Oil and gas field machinery</td>
<td>Texas</td>
<td>0.0039</td>
</tr>
<tr>
<td>11</td>
<td>2015</td>
<td>Poultry slaughtering and processing</td>
<td>Arkansas</td>
<td>0.0036</td>
</tr>
<tr>
<td>12</td>
<td>3731</td>
<td>Ship building and repairing</td>
<td>Virginia</td>
<td>0.0036</td>
</tr>
<tr>
<td>13</td>
<td>1221</td>
<td>Bituminous coal and lignite surface</td>
<td>West Virginia</td>
<td>0.0036</td>
</tr>
<tr>
<td>14</td>
<td>7372</td>
<td>Prepackaged software</td>
<td>Washington</td>
<td>0.0036</td>
</tr>
<tr>
<td>15</td>
<td>8322</td>
<td>Individual and family services</td>
<td>California</td>
<td>0.0033</td>
</tr>
<tr>
<td>16</td>
<td>7996</td>
<td>Amusement parks</td>
<td>Florida</td>
<td>0.0033</td>
</tr>
<tr>
<td>17</td>
<td>3465</td>
<td>Automotive stampings</td>
<td>Michigan</td>
<td>0.0032</td>
</tr>
<tr>
<td>18</td>
<td>1382</td>
<td>Oil and gas exploration services</td>
<td>North Dakota</td>
<td>0.0031</td>
</tr>
<tr>
<td>19</td>
<td>7812</td>
<td>Motion picture &amp; video production</td>
<td>California</td>
<td>0.0029</td>
</tr>
<tr>
<td>20</td>
<td>1382</td>
<td>Oil and gas exploration services</td>
<td>Louisiana</td>
<td>0.0028</td>
</tr>
<tr>
<td>21</td>
<td>4492</td>
<td>Towing and tugboat service</td>
<td>Louisiana</td>
<td>0.0027</td>
</tr>
<tr>
<td>22</td>
<td>7373</td>
<td>Computer integrated systems design</td>
<td>Virginia</td>
<td>0.0026</td>
</tr>
<tr>
<td>23</td>
<td>3792</td>
<td>Travel trailers and campers</td>
<td>Indiana</td>
<td>0.0025</td>
</tr>
<tr>
<td>24</td>
<td>1311</td>
<td>Crude petroleum and natural gas</td>
<td>Oklahoma</td>
<td>0.0025</td>
</tr>
<tr>
<td>25</td>
<td>6211</td>
<td>Security brokers and dealers</td>
<td>New York</td>
<td>0.0023</td>
</tr>
<tr>
<td>Ranking</td>
<td>OCC</td>
<td>Description</td>
<td>State</td>
<td>Index</td>
</tr>
<tr>
<td>---------</td>
<td>-----------</td>
<td>---------------------------------------------------------------</td>
<td>--------------------</td>
<td>--------</td>
</tr>
<tr>
<td>1</td>
<td>452092</td>
<td>Farmworkers and laborers, crop, nursery, and greenhouse</td>
<td>California</td>
<td>0.0058</td>
</tr>
<tr>
<td>2</td>
<td>393011</td>
<td>Gaming dealers</td>
<td>Nevada</td>
<td>0.0049</td>
</tr>
<tr>
<td>3</td>
<td>193094</td>
<td>Political scientists</td>
<td>District of Columbia</td>
<td>0.0039</td>
</tr>
<tr>
<td>4</td>
<td>231011</td>
<td>Lawyers</td>
<td>District of Columbia</td>
<td>0.0026</td>
</tr>
<tr>
<td>5</td>
<td>193011</td>
<td>Economists</td>
<td>District of Columbia</td>
<td>0.0024</td>
</tr>
<tr>
<td>6</td>
<td>512011</td>
<td>Aircraft structure, surfaces, rigging, and systems assemblers</td>
<td>Washington</td>
<td>0.0019</td>
</tr>
<tr>
<td>7</td>
<td>391011</td>
<td>Gaming supervisors</td>
<td>Nevada</td>
<td>0.0019</td>
</tr>
<tr>
<td>8</td>
<td>399099</td>
<td>Personal care and service workers, all other</td>
<td>Oregon</td>
<td>0.0018</td>
</tr>
<tr>
<td>9</td>
<td>119199</td>
<td>Managers, all other</td>
<td>District of Columbia</td>
<td>0.0014</td>
</tr>
<tr>
<td>10</td>
<td>475061</td>
<td>Roof bolters, mining</td>
<td>West Virginia</td>
<td>0.0014</td>
</tr>
<tr>
<td>11</td>
<td>131111</td>
<td>Management analysts</td>
<td>District of Columbia</td>
<td>0.0013</td>
</tr>
<tr>
<td>12</td>
<td>535021</td>
<td>Captains, mates, and pilots of water vessels</td>
<td>Louisiana</td>
<td>0.0012</td>
</tr>
<tr>
<td>13</td>
<td>311011</td>
<td>Home health aides</td>
<td>New York</td>
<td>0.0009</td>
</tr>
<tr>
<td>14</td>
<td>151031</td>
<td>Computer software engineers, applications</td>
<td>Washington</td>
<td>0.0009</td>
</tr>
<tr>
<td>15</td>
<td>475071</td>
<td>Roustabouts, oil and gas</td>
<td>Texas</td>
<td>0.0009</td>
</tr>
<tr>
<td>16</td>
<td>475013</td>
<td>Service unit operators, oil, gas, and mining</td>
<td>Texas</td>
<td>0.0009</td>
</tr>
<tr>
<td>17</td>
<td>272011</td>
<td>Actors</td>
<td>California</td>
<td>0.0009</td>
</tr>
<tr>
<td>18</td>
<td>172171</td>
<td>Petroleum engineers</td>
<td>Texas</td>
<td>0.0008</td>
</tr>
<tr>
<td>19</td>
<td>535011</td>
<td>Sailors and marine oilers</td>
<td>Louisiana</td>
<td>0.0008</td>
</tr>
<tr>
<td>20</td>
<td>513022</td>
<td>Meat, poultry, and fish cutters and trimmers</td>
<td>Nebraska</td>
<td>0.0008</td>
</tr>
<tr>
<td>21</td>
<td>537111</td>
<td>Shuttle car operators</td>
<td>West Virginia</td>
<td>0.0008</td>
</tr>
<tr>
<td>22</td>
<td>151099</td>
<td>Computer specialists, all other</td>
<td>District of Columbia</td>
<td>0.0008</td>
</tr>
<tr>
<td>23</td>
<td>512092</td>
<td>Team assemblers</td>
<td>Michigan</td>
<td>0.0008</td>
</tr>
<tr>
<td>24</td>
<td>499096</td>
<td>Riggers</td>
<td>Louisiana</td>
<td>0.0008</td>
</tr>
<tr>
<td>25</td>
<td>393019</td>
<td>Gaming service workers, all other</td>
<td>Nevada</td>
<td>0.0008</td>
</tr>
</tbody>
</table>