Econ 4858, Homework 2 - part 2, Professor Martins.

1. Use Kolmogorov’s Law of Large Numbers to show that the method of moments estimators for b that
you obtained in question 4 of Homework 2 - part 1 is a consistent estimator.
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2. Suppose {r:}} is a random sample of log-returns on a certain financial asset and assume that E(r;) =
w and V(r;) = 02. a) Using Levy’s Central Limit Theorem obtain an asymptotically valid o = 0.95
confidence interval for pu.

Answer: a) pyy = %Z?:l re and E(uprar) = poand V(paag) = o2 /n.
By Lévy’s CLT we have that

vn (W) 4 N(0,1).

Hence, for a = 0.95
P (—1.96 < JphMM T 1.96) —0.95
ag

which gives
P (parnr — 1960 /v/n < o < pagngs + 1.960//n) = 0.95

Substituting o with \/o3,,, provides the upper and lower bound for the interval.

3. Suppose that log-returns {r;};=12,... on a financial asset follow an AR(1) process given by
r¢ = ary_1 + &, where &, ~ NID(0,0?).

Obtain E(r¢), V(r¢) and the autocovariance function of this process.

Answer: Under the assumption that || < 1, the process is covariance stationary. Hence, E(r;) =
E(ri—1) = p. Hence, since E(g) =0, p = ap <= (1 —a)p=0. Since ae # 1, u = 0.

Again, by stationarity and the fact that u = 0, V(ry) = E(r?) = E(a?r? | +&2+2em 1) = o?E(r?_,)+
02. The last equality follows from the fact that r,_; and &; are independent. Then, re-arranging the

last equality V (r;) = 1712. From your class notes, the fact that u = 0, and repeated substitution of
lagged values,

v(h) = Cov(rs,ri—1) = E(ry,re-1) = E jgoajat,jjgooﬂet,h,j =12

for h = £1,+£2,---

4. Answer problems 1, 2 and 6 from chapter 4 of your textbook.
Answer: 1. (a) Yes, since | —0.7] < 1. (b) E(Y;) =5—0.7E(Y;_1). By stationarity E(Y;) = E(Y;—1),

— _ ol _ 2 _ o2 _Inl _ 2(=0.n)"
hence E(}/t) = 5/17 (C) V(}/t) = W = 1-049" (d) CO’U(}/t,nih) = lfa% Q= ~1-049 -




2. () V(Y) = 125 (b) Cov(Y1,¥a) = 1267 = 1= 0% (€) V(0 +)/2) = VIi/2) +
V(Y3/2) + 2Cov(Y:1/2,Ys/2) = 3 -2, (Y1,Y3) = 1 1%5 + 1 1% 42

6. (a) Multiplying Y; — o by Y;—x — & we have

Yo = ) (YVeer = p) = 1 (Yeer — ) (Vi1 — p) + 2(Yeer — ) (Yo — 1) + (Ve —p)ee. (1)
Taking expectations on both sides gives v(k) = ¢17(k — 1) + ¢2y(k — 2). Dividing this last equation
by 7(0) we have

p(k) = d1p(k — 1) + ¢ap(k — 2). (2)
(b) Now, evaluating at k =1, 2 and noting that p(0) = 1 we have
p(1) = ¢1+ ¢2p(1) and p(2) = ¢1p(1) + .

Writing these two equations in matrix format completes the proof.

(¢) Substituting the given values of p(1) and p(2) we have ¢; = 0.38 and ¢ = 0.0476. Now, p(3) =
0.38 x 0.2 4 0.0476 x 0.4.

. Suppose that the log-returns on a financial asset are generated by an AR(1) process given by
re = ary_1 + &, where &, ~ NID(0,0?). (3)
with |af < 1.

(a) Given a sample {r;}7_; of size n, derive the least squares estimator for a.
Answer: The least squares estimator for « is given by

& = argmin,, S, («) = argmin, Z(rt —ari_ 1)
t=2

Taking the derivative of S, («) with respect to o and setting it equal to zero gives,
n
22 (ry —ary—1)(—ri—1) =0,
t=2

which imples & = (3, r7_4) - Yoo Te—1T4.
(b) Obtain the expected value and the variance of the estimator you derived in item a).

Answer: Obtained in class. F(&) = a and V(&|ry, - ,rp_1) = UQW- Also, V(&) =
t=2"t—1

o2E (%)
t=2T{-1

(¢) Is the method of moments estimator for « the same as the least squares estimator for a? Prove.
Did you have to use normality in your proof?

Answer: Yes. Note that riri_1 = arf_l +ry_16; and
E(riri_1) = aB(r?_)) + E(ri_1&s).
Since, E(ri—16¢) = E(E(ri—1€¢|ri—1)) = 0 we have

E(Ttrt,l)
E(ri,)

o =



Hence, the method of moments estimator for « is

1 n
w2t Tt=1Tt

AMM = “{T—n
2
n Do i1

and & = ajprpr- No normality is used.



