Econ 7818, Homework 3 - part 2, Professor Martins. Due date: November 17th in class. This due date also
applies to part 1 of Homework 3.

1. Show that if Y, 3 YV then ¥;, = O,(1).

Answer: Without loss of generality let ¢ > 0. Provided that a and —a are continuity points of Fy,
we can write that,P(|Y,| > a) — P(|]Y] > a) as n — oo. Hence, for every ¢ > 0 there exists N, such
that,

|P(|Y,| > a) — P(JY] > a)|] < e forall n > N,

or

P(JY|>a)—e< P(|Yn] >a) < P(|]Y] >a) +e
We can choose a such that P(]Y| > a) < § for any § > 0. Thus, P(|Y,| > a) < d + € for all n > N..

2. Let g : S C R be continuous on S, and X; and X, be random variables defined on (2, F, P) taking
values in S. Show that: a) if X; is independent of X, then ¢g(X;) is independent of g(X); b) if X;
and X are identically distributed, then g(X;) and g(X) are identically distributed.

Answer: Let V; = ¢g(X;) and Yy = ¢g(X;). g continuous assures that both Y; and Y; are random
variables.

a) Fy,y, (a,b) = P(S = {w : ¥} < aand Yy < b}). Let S, = {X¢(w) : Yi(w) < a},Ss =
{Xs(w) : Ys(w) < b}. Since, S = S; N S, and by independence P(S) = P(S;)P(S;s) which implies
Fy, v.(a,b) = Fy,(a)Fy, (D).

b) Fy,(a) = P(S5;) = P({Xs(w) : Ys(w) < a}) = Fy,(a).

3. Let {X,,} be a sequence of independent random variables that converges in probability to a limit X.
Show that X is almost surely a constant.

Answer: Recall that if X is almost surely a constant, say ¢, P({w : X(w) # c¢}) = 0. Then, the
distribution function F' associated with X is given by

0, if
Play=4 "¢
1, ifx>c

If X is not a constant, there exists a ¢ and 0 < € < 1/2 such that P(X < ¢) > 2ecand P(X <c+¢) <

1—2¢o0r P(X >c+e€) > 2. Since X,, & X than X, 4 X. Consequently, for n sufficiently large and
¢ a point of continuity of F' we have

F(c)—e< Fy(c) < Fc)+ ¢

which implies that € < F,,(¢). Also, 1 — F,,(c+¢€) > 1 — F(c+ €) — € which implies P(X,, > c+¢€) >
P(X > c+4e€) —e > e Since X, & X, for n sufficiently large P({w : | X, — X,| > €}) < €>. Since
{w: X, —Xs|>e}={w: X, — Xs > et U{w: X, — X5 < —€} we note that if X, < cand X; >c+e
then X, — X > € is equivalent to X, — X, < —e. Consequently,

PH{w: | X, — Xs| > €}) < P{w: X, <cand X; > c+¢€}).



But since X, and X, are independent P({w: X, < cand X, > c+e€}) = P{w: X, < c})P{w: X; >
c+e}) > €. Hence,
> P{w: X, — Xs| >e}) >

a contradiction.
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. Suppose % — Z where the non-random sequence o,, — 0 as n — 0o, and g is a function which is
n

differentiable at p. Then, show that M 4z
W (w)on

Answer: From question 2, if Z, % 7 then Z, = 0p(1). Let Z, ; —£ and write X,, = p+ 0,2, =
p~+ Op(oy). By Taylor’s Theorem

L g(x0) — g) = g0 (K=t

On On

+ 0,(1).

X

. _u d
Since =2—# = 7, we have the result.

. Show that if {X;} ew be a sequence of random variables with £(X;) = 0 and 3°7, SE(|1X;|P) < o0

for some p > 1 and a sequence of positive constants {a;};en. Then,

Z P(|X;| > a;) < oo and Z ]\E Xjliw:x;)<a;})| < 0.
j=1 j=1

Furthermore, for any r > p,

oo 1 i
> BUX T x, 1<a,)) < 00
Jj=1"J

Use this result to prove Theorem 6.3 in your class notes.
Answer: Note that

P{w:|Xj]>a;}) =1—-P({w:|X;] <a;}) = /Q (1= I{wi|x;1<a5y) AP

If w e {w:|X;] <ay}, then P({w:]X;] > a;}) = 0. If |X;] > aj, then |X;[P > aff and |X;|P/a? > 1.
Hence,

P({w:X;] > a;}) < / 1,12 JabdP = B (X, 17)

and
1

> P ({w:|X)] > a;}) <Za—pE 1 X,|P) < oc.
Jj=1 j=1 17

Now,

1 1 .
;'E(le{w\XﬂgaJ}M = ;|E(Xj) — E(XjI{w:|Xj|§aj})|a simce E(X]) = 0
J J

< CTE (|Xt‘(1 - I{w:\Xj|§aj})
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Hence,
oo

Zai (X5l x| x; <ay))| Zip E(1X;7) <

M

Lastly, if | X;| < a; we have that a—j|Xj| < 1. Then, forr >p>1

(- 1 1
o Xl Twixisay < Gp X Twixsisay < X wrix;1<0,)
J J
(- (-
B\ Xl Leixgi<ay | < B Bl P wix 1<ayy | -
J J

o0 1 .
2 <TXJ‘| I{w:Xj|<aj}> < oo
; a;

and

Hence,

In Theorem 6.3, the sequence of random variables {X;};en is independent and has expectation ;.
Hence, if W; := X, — u;, we have E(W;) = 0. Furthermore, in Theorem 6.3 it is assumed that for
some § > 0

0 E ‘W |1+5
e [AETEEN
i=1
1+68 1+46
Now, note that for any n € IN we have Z;L M < Z], % nd

E(Wy0) _ & E(W)
7}5202 S nh};oz; T < 00.
J

Now, in the first part of this answer, take a; = n for all j and for any » > 1 4 6. Then, we have

o0

oo 1 .
ZP(|Wj| >n) < oo and Z WE(|WJ| I w|<ny) < 00

j=1 j=1
Hence, taking r = 2 the conditions on Theorem 6.2 are met and we have

n

1 n 1 n 1 1 n
- > W, - > E(Wiltuw,j<ny) = - > (X =) - -~ D E (Wilwgw,<ny) = 0p(1)-
j=1 i=1

j=1 i=1

But since E(W;) = 0, we have E (W;I{,.w,|<n}) — 0 as n — oo. Thus, *Zj 1 (X — ) = 0p(1).



