Econ 7818, Homework 3 - part 1, Professor Martins. Due date: TBA.

1. Let {gn}n=1,2,.. be a sequence of real valued functions that converge uniformly to g on an open set S,
containing x, and g is continuous at z. Show that if {X,,},=1 ... is a sequence of random variables

taking values in S such that X,, > X, then
9n(Xn) 5 g(X).

Note: Recall that a sequence of real valued functions {g, }n=12.... converges uniformly to g on a set S
if, for every e > 0 there exists N. € IN (depending only on €) such that for all n > N, |gn(x) —g(z)| < €
for every z € S.

Answer: Let €,6 > 0 and define the following subsets of the sample space: ST = {w : |gn(X,)—g(X)| <
e}, ST =A{w : |gn(Xn) — 9(Xn)| < €/2}, S ={w : [9(Xn) — 9(X)| < €/2}, S§ ={w: X,, € S}. By
the triangle inequality, ST 2 S35 N.SY. By continuity of g at X and openness of S, there exists . such
that whenever |X,, — X| < 7, [9(Xn) — 9(X)| < ¢/2 and X,, € S. Letting, S = {w : | X, — X| < 7},
we see that Sf' C S NSY. Since X, % X and uniform convergence of g,,, there exists ;. such that
whenever n > Ns, |g,(X) — g(X)| < ¢/2 for all X € S and P(S¥') > 1— 4. Thus, n > Nj. implies
Sy C S7. Consequently, n > N . implies ST D SyNSy D SpNSy D SP. Thus, P(ST) > P(SE) > 1-4.

2. Show that X,, 23 X is equivalent to P ({w : Sup;s., | X; — X[ > €}) = 0 for all € > 0 as n — oo.
Answer: For any ¢ > 0 and k € IN let Ag(e) = {w : | Xp(w) — X(w)| > €}. If for all n € IN we have
that P (UpsnAg(€)) > 0 then it must be that X,, % X. Consequently,

X, 88X & lim P (Un <Ak (€)) = 0

& P<{w:sup|XjX>e}> — 0 as n — o0.
i>n

3. Prove item 1 of Remark 5.1 on your class notes.

Answer: For ¢ > 0 we have that
{w: | Xpn+Yn —X-Y|>e C{w: | X, —X|>¢/2} U{w: |V, = Y| >¢/2}
The probability of the events on the union on right-hand side go to zero as n — oco. By monotonicity
of probability measures we have the results.
For e > 0,
P{w:|XnYn —XY|>e)) =P (|(Xpn — X)(Yn - Y)+ (X, - X)Y + X(Y,, = Y)| > ¢)
< P(I(Xn = X)[(Yn =Y)| > €/3) + P (|(Xy = X)[|Y] > €/3)
+ P (|X[|[(Y, —Y)| > €/3)

Now, for any § > 0 we have that
€
P(I(X0 = XY] > e/3) < P (I(X, — X)) > o) + P(Y] > 8)

which tends to zero as n — oo and § — oo. Using the same argument for the other terms we have the
result.



4. Let n € N and h,, > 0 such that h, — 0 as n — co. Show that if > >~ | P({w : |X,, — X| > h,}) <
then X,, & X.

Answer: From question 2,

X, 353X & lim P(UpcpAg(hy)) = 0.
n—oo

But P (Un<rAk(hn)) < 345, P(Ak(e)) and if oo Pw i |X,, — X| > hy}) < oo then it must be

n
that lim >, P(Ag(e)) = 0. Since convergence almost surely implies convergence in probability, the
n—o0 -

proof is complete.
5. Show that if X,, % X and X,, 2 Y then P({w: X #Y}) = 0.
Answer: Set the underlying probability space to be (2, F, P). Note that | X-Y| = | X-X,;+X,-Y| <
|X; — X| + |X; —Y|. Consequently, for any n € IN
{w: | X-Y|>2/n}C{w: |X; - X|>1/n}U{w: |X; -Y|>1/n}

Thus,
Pw: | X =Y|>2/n}) < PH{w: |X; —X|>1/n})+ P{w:|X; = Y| >1/n})

where the probabilities on the right-hand side of the inequality go to 0 as j — oco. That is, for all n,
{w:|X =Y| > 2/n}is a null set. But note that

{w: X #Y} CUpen{w: [ X =Y]|>2/n} =Upen{w: | X = Y| > 2/n},
which is a null set, completing the proof.

6. Suppose {X;}" ; is a sequence of independent and identically distributed random variables. The
distribution of these random variables has a density given by

B %a if x € [a, b]
f(:”){g it z ¢ [a, 0]

where a,b € R with b > a. Consider the following random variables a,, = 1I<nvi£1 {Xi}, b, = Jmax {Xi}.

Can you show that a,, 5 and b, 5 b?

P(max {Xi} <) = P(X; < ,..., X, < )

(
(
=P(X; <2)P(Xy <z)---P(X, <z), by independence
F(x)" by the fact that the distribution is identical for all X;

So, P(|b, —b| <€) =1— (F(b— €)™ But since 0 < F(b—¢) < 1, as n — 00, P(|b, — b| <€) — 1.

7. Show that if { X, },,ew and X are random variables defined on the same probability space and r > s > 1
and X,, = X, then X,, =5 X.

Answer: For arbitrary W let Z = |W|°, Y =1 and p = r/s. Then, by Hoélder’s Inequality

E\ZY| < Z|[pIIY lp/p—1)-



Substituting Z and Y gives E(|[W|*) < E(|[W|*?)!/? = E(]W|*%)/". Raising both sides to 1/s gives
E(WP)Ys < B(W[)V.
Setting W = X,, — X and taking limits as n — oo gives the result.

. Let U and V be two points in an n-dimensional unit cube, i.e., [0,1]" and X,, be the Euclidean distance

between these two points which are chosen independently and uniformly. Show that % LN %

Answer: Let U = ( Uy -+ U, Jand V' = (Vi --- V, ). Then, X, = (X0, (Ui — V;)2)"/?
and we can write

Yooy < Iy mwi- v = [ [ e otdue = 16

- n) = i D)= u — v)“dudv =

i=1
where the last equality follows from routine integration. Then, since E(|(U~V)?|) = E(U-V)?) < 0,

by Kolmogorov’s Law of Large Numbers

1 1 —
X7 == (Ui-Vi)* B 1/6.
n n (U V)H/G

n :
i=1
Since, f(z) = 21/? is a continuous function [0, o), by Slutsky Theorem if X2 % 1/6 then f (2Xx2) LS

f(1/6). Consequently,

%Xn 5 1/V6.

. Show that if a series converges absolutely, then it converges.

Answer: Let {z, },en and consider the series Y~ ; z,,. The series converge absolutely if Y0 | |z, | <
oco. Now, let 7 < ¢ and note that

i j i
bty = 3 = 3l = 3 o
n=1 n=1 l=j5+1
If j — o0, b; —b; — 0 since Y| |z,] < 0. Now, since
i i
Z Ty § Z |$4| — 0,
t=j+1 e=j+1

and since R is complete > o, zy < 00.



