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Chapter 1

Exercises

1. Let f: INxIN — R be a double sequence with typical value given by f(m,n). Assume
that

(a) for every n € N, f(my,n) < f(mg,n) whenever m; < ms,

(b) for every m € N, f(m,ny) < f(m,ny) whenever n; < ns.

Show that lim ( lim f(m, n)) = lim (hm f(m,n)) = nh_}rgof(n,n)

n—oo \m—oo m—0o0 \nN—oo

As a corollary, show that if f(m,n) >0 then > > f(m,n)= > > f(m,n).

nelN melN meN nelN

Answer: From conditions (a) and (b), f(1,1) < f(1,2) < f(2,2) < f(2,3) <
f(3,3) < --- Hence, f(m,m) < f(n,n) whenever m < n. The sequence {f(n,n)}nen
is monotonically increasing, hence it has a limit, which is either finite, if the sequence is
bounded above, or infinity, if it is not. Let this limit be denoted by F'. By the same rea-
soning, there exist limits F,, = lim f(m,n) for each m € IN. Since f(m,n) < f(n,n),
we have that F,,, < F when m %_)72,0 Note that F,,, < F,,, whenever m; < mg, hence
lim F,, = F’ exists, and F' < F.

m—0o0

To complete the proof, we need to show that F’ = F. If F' is finite, for every ¢ > 0
there exists N(e) such that for all n > N(e¢), FF' — € < f(n,n) < F. Put m := N(e),
and note that

F,, = lim f(m,n) > f(m,m) := f(N(e), N(e)) > F —e.

n—o0

Hence, lim F,, = F > F —e, which implies that F' < F’. Combining the last inequality

n—00

with F’ < F' from the previous paragraph gives F' = F’. If F' is infinite, for any C > 0
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there exists N(C) such that if n > N(C), f(n,n) > C. If m = N(C) < n then
F(m,m) < f(m, n) and

C < f(m,m) < lim f(m,n) = Fp,
n—oo
hence it follows that F’ must be infinite.

m
— 00 m—0o0
interchanging the indexes m and n due to the symmetry of the equation.

The proof that lim ( lim f(m, n)) = lim f(n,n) follows in exactly the same way by
n n—oo

Corollary. Let g(p,q) =>" _>>7_| f(m,n) for p,q € IN. Since, f(m,n) >0, g(p,q)

satisfies conditions (a) and (b), establishing the result.

. Let X be an arbitrary set and consider the collection of all subsets of X that are
countable or have countable complements. Show that this collection is a o-algebra.
Use this fact to obtain the o-algebra generated by C = {{z} : x € R}.

Answer: Let F = {A C X : #A < #IN or #A° < #IN}, where # indicates cardi-
nality. First, note that X € F since X¢ = (), which is countable. Second, if A € F
then either A = (A°)¢ or A are countable. That is, A° € F. Third, if A, € F for
n € IN we have two possible cases - A,, are all countable, or at least one of these sets
is uncountable, say A,,,. For the first case, nLEJ]NAn is the countable union of countable
sets, hence it is countable and consequently in F. For the second case, since A,, is

uncountable and in F, it must be that Aj is countable. Also,
C
_ c c
(ng]NAn> N nQ]NAn < Ay

C
Since subsets of countable sets are countable, ( U]NAn) is countable, and consequently
ne

U A, eF.

nelN
Now, let F be the o-algebra defined above. Since C C F, o(C) C F. Also, if A € F
either A or A° is countable. Without loss of generality, suppose A is countable. Then,

A= Uc{x} where C' is a countable collection of real numbers. Hence, A € o(C).
xre

Hence, F C ¢(C). Combining the two set containments we have o(C) = F.
. Denote by B(x,r) an open ball in R™ centered at x and with radius 7. Show that the
Borel sets are generated by the collection B = {B,.(z) : x € R", r > 0}.

Answer: Let B = {B,(z) : x € Q",r € QT}. Then, B C B C O~ and o(B’) C
o(B) C d(Ogn).



Now, let S = U B. By construction x € S = x € O. Now, suppose x € O.
BeB’,BCO

Then, since O is open, there exists B(z, €) such that B(x,e) C O where € is a rational
number. Since Q" is a dense subset of R", we can find ¢ € Q™ such that ||z —q| < €/2.

Consequently,
B(q,€¢/2) C B(xz,¢e) C O.
Hence, O C S. Thus, every open O can be written as O = U B. Since B’ is a

BeB’, BCO
collection of balls with rational radius and rational centers, B’ is countable. Thus,

Orn C 0(B') = 0(Ogrn) C o(B').
Combining this set containment with o(B’) C (B) C 0(Ogrn) completes the proof.

. Let (2, F) be a measurable space. Show that: a) if u; and po are measures on (2, F),
then p.(F) = cypn(F) + coue(F) for F' € F and all ¢;,co > 0 is a measure; b) if
{1 }iew are measures on (2, F) and {«;}ien is a sequence of positive numbers, then
Poo(F) = D e ipti(F) for F € F is a measure.

Answer: a) First, note that . : F — [0,00] since ¢y, ¢, 1 (F'), u2(F) > 0 for all
F € F. Second, p.(0) = cpu1(0) + cou2(0) = 0 since py and po are measures. Third, if

{F;}iew € F is a pairwise disjoint collection of sets,

pe (Uiew Fi) = cipn (Uien Fy) + coptp(U z‘elNF‘)
= Z w1 (EF;) + ¢ Z p2(F;), since py and pg are measures

€N €N
= E (c1p01 (F3) + copa(F; E pe(F,
i€IN i€IN

b) The verification that jie, : F — [0, 00] and .. () = 0 follows the same arguments as
in item a) when examining y.. For o-additivity, note that if {F}},ew € F is a pairwise

disjoint collection of sets,

,uoo ]GJNF Zazﬂz ]GJNF Zazzuz (Fj) = Zzazﬂz (P})
i=1  j=1 i=1 j=1

If we are able to interchange the sums in the last term, then we can write

Moo jEINF Z Zaz,uz j Z/loo i)

=1 =1
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completing the proof. Now, note that

n m

> i (Fy) = lim lim » % o (Fy) =supsup > > g (Fy) = sup sup Sy

i—1 j—1 i—1 j—1 nelN melN i=1 j—=1 nelN melN

since the partial sums are increasing. Now, if 5,,, € R, then

sup sup Sy, = sup sup Spm.
neElN melN meN nelN

Hence, to finish the proof, we require p;(F};) < oo.

. Let (Q, F, 1) be a measure space and G C F be a o-algebra. In this case, we call G a
sub-o-algebra of F. Let v := u|g be the restriction of p to G. That is, v(G) = u(QG)
for all G € G. Is v a measure? If y is finite, is v finite? If p is a probability, is v a
probability?

Answer: Since ) € G C F, v(0) = pu(@) = 0. If {A;}iew € G is a pairwise disjoint
sequence, we have that {A;}iew € F. Hence, v(UjenA;) = p(UienAi) = D e 1(4i) =
Y iew Y(Ai). Now, p finite means that p(€2) < oo. Since Q € G, v(Q) = u(Q) < oco.
The same holds for () = 1.

. Show that a measure space (2, F, 1) is o-finite if, and only if, there exists {F, }nenw € F
such that UyenFy, = Q and p(F,) < oo for all n.

Answer: (=) By definition, (2, F, 11) is o-finite if there exists and increasing sequence
Ay C Ay C Az - -+ such that Upen A, = Q with u(A,) < oo for all n. Hence, it suffices
to let F,, = A,,.

(<) Let A, = Uj_ Fj. Then, Ay C Ay C -+ and UpenA, = UjenF; = Q. Also,
1(An) = p(Ui_, Fy) < 377 u(F}) < oo since the sum is finite and p(Fj) < oc.

. Let (Q, F, P) be a probability space and { E,, },ew C F. Show thatif " | P(E,) < oo
then P (limsupEn> = 0.

n—o0

Answer:

P (limsupEn> = P (1im Uz E;)

n—0o0 n—00

= lim P (U;>,E;) by continuity
n— 00 -

< limsup Z P(Ej;) by subadditivity and definition of limsup.
j=n

n—oo

4



Since 7| P(E,) < oo it must be that > 72 P(E;) — 0 as n — 0. Consequently,

P (limsupEn> =0.

n—o0

. Let {E,};es be a collection of pairwise disjoint events. Show that if P(E;) > 0 for
each j € J, then J is countable.

Answer: Let C,, = {E; : P(E;) > + and j € J}. By assumption the elements of C,,

are disjoint events and

P(U;,E;,) =Y P(E;,) = oo,
m=1
where the last equality follows from the fact that P(E;,) > 0. So, it must be that C,,
has finitely many elements. Also, {E;};e; = Uy2,C,,, which is countable since it is a

countable union of finite sets.

. Consider the extended real line, i.e., R := R U {—o00} U {o0}. Let B := B(R) be
defined as the collection of sets B such that B = BU S where B € B(R) and S €
{0, {—o0}, {oo}, {—00,00}}. Show that B is a o-algebra and that it is generated by a

collection of sets of the form [a, co] where a € R.

Answer: Let’s first show that B is a o-algebra. Since B = BU S with B € B(R), we
can choose B = R and use S = {—00,00} to conclude that R = R U {—o00,00} € B.
Next, note that if B = BUS we have that B¢ = B°N.S¢. But the complement of a set S
is an element of {R, RU{oo}, RU{—c}, R}. Hence, either 1) B = B°‘NR = B°U) € B
or, 2) B¢ = BN (RU{x}) = (B°NR) U {o0} where B°N R € B and consequently
B¢ e Bor 3) B =B°N(RU{-00}) = (B NR) U {—cc} where B°NR € B and
consequently B¢ € B or, 4) B= B°NR € B.

Lastly, letting A; = B; U S for B; € B we have that UjewA; = Uien(B; U S) =
(UsiewB;) U S. Since Ujen B; € B we have that U;enA; € B.

If B is a o-algebra and C = {[a, 0] : a € R}, we need to show that o(C) = B,

First, note that [a, oo] = [a, 00) U{oo} and we know that [a, 00) € B. Thus, [a, 00| € B
for all a € R. Then, ¢(C) C B.
Second, observe that for —oo < a < b < oo we have [a,b) = [a,00] — [b,00] =

la,00] N [b,00]¢ € ¢(C) since ¢(C) contains [a, 00| and [b, 0c]® by virtue of being a

5



10.

11.

o-algebra. Hence,
BCo(C)CB.
Now,
{OO} = mielN[ia 00]7 {_OO} = mieﬂ\l[_ooa _Z) = mielN[_i? oo]c
which allows us to conclude that {oo}, {—oo} € ¢(C). Hence, if B € B all sets of the
form
B,BU{o0}, BU{—00}, BU {0} U {—0o0}
are in o(C). Hence, B C ¢(C). Combining this set. containment with o(C) C B gives
the result.

If £y, Es,--- | E, are independent events, show that the probability that none of them
occur is less than or equal to exp (— Y1, P(E;)).

Answer: Let f(x) = exp(—z) and note that for A € (0,1), by Taylor’s Theorem

exp(—z) = f(x) = f(0) + f(0)z + %f@’(m)aﬁ2 =l—a+ % oxp(—Az)a?

Consequently, 1 — 2 < exp(—x). Now, we are interested in the event £ = (U E;)" =

N, E¢. But since the Ey, Es, - - -, E,, are independent, so is the collection EY, ES, - - | Ef.

Hence, P(E) = [[}_, P(Ef) = [[;,(1=P(E;)) < [[L, exp(—P(Ey)) = exp (— 20, P(E))).

Let {A,}nen and {B,}.en be events (measurable sets) in a probability space with
measure P with limA,, = A, limB,, = B, P(B,),P(B) > 0 for all n. Show that
P(A,|B) — P(A|B), P(A|B,) — P(A|B), P(A,|B,) — P(A|B) as n — oo.
Answer: Since P(:|B) is a probability measure (proved in the class notes), we have
by continuity of probability measures that P(A,|B) — P(A|B) if lim B,, = B.

Now, since lim B,, = B we have that AN B, — AN B. To see this, note that if
AN B, = C, then D; = U2 .C,, = AN (U2 B,). Then, limsupC,, = N2, D; =
N2, (ANuUpL, B,) = AN B. Defining liminf for C,, we can in similar fashion that
liminf C,, = ANB. Hence, by continuity of probability measures P(ANB,) — P(ANB)
and P(B,) — P(B). Consequently,

P(ANB,) R P(ANB)
P(B) P(B)
Lastly, since A, N B, — AU B, using the same arguments
P(A,NB,) R P(ANB)
P(Bn) P(B)

P(A|B,) =

— P(A|B).

P(A,|B,) = — P(A|B).
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12. Let (X, F,ji) be the measure space defined in Theorem 1.15 and C = {G € X :
JA, Be F>ACGC Band u(B— A) =0}. Show that F =C.

Answer: Ge F = G=AUM where Ac Fand M eS. MeS = 3N e
N,> M C N. Then,

ACG=AUMCAUN :=B¢eF.
Now, u(B — A) = u(BU A°) = u((AUN) — A) < u(N) = 0. Thus, G € C.
GeC = JA, BeF>3ACGCBand u(B—A)=0. Since A C G C B we have

that G—A C B— A, and since B— Ais a p-null set G—A € S. Now, G = AU(G—A),
and since A € F, G € F.
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