Chapter 6

Exercises

1. Let Xl,XQ € £2 and define COV(Xl,XQ) = E([Xl — E(Xl)”XQ — E(XQ)]) Show
that Cov(X1, Xs) = F(X1Xs) — E(X1)E(X2) and that if X; and X, are independent
COV(Xl,XQ) = 0.

Answer: From the definition of Cov(X7y, X5) and linearity of expectations
COV(Xl,XQ) = E(XlXQ_XlE(XQ)_XQE(X1)+E<X1)E(X2)) = E(XlXQ)—E<X1)E(X2)

Independence of X; and X, implies that £(X,X5) = F(X;)E(X3). Hence, Cov(Xy, Xs) =
0.

2. Let {X, },en be a sequence of random variables that are independent and share the
same continuous distribution. Let p be a permutation of {1,--- ,n} for n € IN. Show
that (X, ---,X,) and (Xpa), -, Xpm)) have the same distribution.

Answer: Since the random variables are independent and have the same distribution,

say F,

P<X1 th”' 7Xn an) :HF<:C’L)

i=1
for all z; € R. If {p(¢)}, is a permutation of {1,--- ,n}, then

n

P<Xp(1) S AT 7Xp(n) S :L‘n) - HF('IZ)

i=1

Hence, (X1,---,X,) and X1y, -+, X have the same distribution.

27



3. Let I be a finite index set and consider the collection of o-algebras {B;}ic;. Show
that this collection is independent if, and only if, for every choice of non-negative
B;-measurable random variable X;, we have E ([];c; Xi) = [L;c; E(X)).

Answer: If £/ (Hlel ) [Lic; E(X;) whenever X; € B;, then for any A; € B;, take
X; =14, and

E <H Xi> =P (ﬂAZ) =[P =] Ex
icl il il icl
and consequently {A;};c; are independent and {B, };c; are independent o-algebras.
Now, suppose {B,;}ic; are independent o-algebras. For A; € B; and X; = I, we have
E (H Xi> =[[Ex
il icl

Now, if {X;}ic; are simple, then write X; = Zj w414, for A;; € B;. Then, we have

E(H?@) [ w0t | =2 | T Tosog

iel i€l j(i) (¢)seliel
- 3 o (Z@IAZJ ) z (TP
j(i)ieliel (i),ieliel
=1 o Ptse) =[P
i€l j(i i€l

If X; is a non-negative B;-measurable function, there exists Xi(n) such that Xi(n) is
simple and 0 < X 1 X;. Then, it follows that TT,c; X™ 1t [T,e; Xi and by the

monotone convergence theorem FE (H ) T FE (HZE ;X ) and from the previous

el
argument , the left side is Hie[E( ; ) T ILe; E (X;) again using the monotone

convergence theorem.
4. If E is an event that is independent of the m-system P and E € o(P), then P(FE) is
either 0 or 1.

Answer: Set C; = E and Co = P and it follows that C; is independent of Cy. This
implies that o(C;) is independent of ¢(Cy). Therefore, £ is independent of E and
P(E)=0or 1.
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5. Let {A;}!, be independent events. Show that P (U4 A;) =1 — [\, P(AS).
Answer: By De Morgan’s Law (U}, A;)° = (i, A¢. Hence,

((Ge))-+-r(9e) -0

o (00) 1o (1) -y

where the last equality follows from the fact that if {A;}?_, are independent events, so
are {AS}P ;.

which implies

6. We have proved that if X and Y are independent, then f(X) and ¢g(Y") are independent
if f and g are measurable. Is it possible to have X and Y be dependent and f(X) and

g(Y) be independent? If so, give an example, if not, prove.

Answer: Yes, it is possible. Consider two independent random variables X; and Xo
and another random variable W that is independent of X; and X, and takes on the
values 1 and —1 with probability 1/2 each. Now, define two new random variables
X =WX; and Y = WX, X and Y are functionally connected and cannot be
independent. However, X2 = X2 and Y? = X2, which are independent since X; and

X, are independent.
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