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Empirical distribution function

> Let {Xi}"_; be a sequence of independent and identically
distributed random variables. The empirical distribution
associated with this sequence is

1 n
Fn(X) = ; Z I{X,-Sx}
i=1

where I;x.<,} is an indicator function. That is, if S C X we
define Is(x) : X — {0,1} where Is(x) =1if x € S and
Is(x)=0if x ¢ S.

> I{x,<x} is a discrete random variable taking on 2 values: 0 and
1.

E (lix<xy) =1 x P({X; < x}) + 0 x P({X; < x}) = Fx(x)

V (lixi<xy) = Fx(X)(1 = Fx(x))



Empirical distribution function

Hence,
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Now, we state Markov's Inequality. If X is a non-negative random
variable such that E(X) exist. For any a >0

E(X)

P(X >a) <

A special case of this inequality is called Chebyshev's Inequality. It

is V(x)

32

P(IX - E(X)[za) <
Then, we immediately get

PUFA(x) ~ Fx()] = ) < 5 X=X,




Empirical distribution function

Then,
lim P(|Fn(x) — Fx(x)| > a) =0.

n—o00
We say, in this case, that F,(x) is a consistent estimator for Fx(x)
and write Fp(x) & Fx(x).

In fact, for any estimator 6, for 6y, if for any a > 0

nIer;O P(|0, — 60| > a) = 0.

we say that 4, LA 0.



Method of moments estimator for ;1 and o2

» We note that no assumption of normality is needed to obtain
the Method of Moment estimators.

» We immediately obtain for any a > 0

. lo

n
and | gt
P63 — 0%l 2 a) < 5.
Also, since 52 ”;16%
P(|67 — 0%l > a) < 312(” n21)2 n2f41 - ”;21202.
Taklng limits as n — oo shows that [i, LN W, & £> o2 and

an—>a.



