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Testing for Normality

» If r=p+o0Z with o >0 and Z ~ N(0,1) then a € (0,1)
Fol(a) =+ oF;(a), see slides for lecture 3

» Consider a random sample {r;}{_; and order these
observations from the smallest to the largest. We denote the
smallest to be r(1), the second smallest to be r(2) until the
largest r(,. Clearly,
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The set {r)}{—; is called the “order statistics” associated
with {r:}7_;.



Testing for Normality

> If Fo(r) = %Z?:l l¢r.<ry, we know that Fp(r) LN F.(r).
> It is easy to show that the quantile g, () of F, is

) if n—1

M1y if " 2 ca< ”n
gr,(@) = §: :

re) if 1 <a< %

L "(1) if 0 <a< %

Hence,

F (@) = gf,(a) and g, () = i+ 0 F7 (o)

r

» If r is normally distributed, any difference between gf, () and

1+ oFZ'(a) is due to the fact that F;1(a) # g, (a)
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QQ Plot of Sample Data versus Standard Normal
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Figure: QQ plot normal
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QQ Plot of Sample Data versus Standard Normal
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Figure: QQ plot Student-t, E(T)=0, scale= 1/5/8



QQ-plots

QQ Plot of Sample Data versus Standard Normal
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Figure: QQ plot S&P 500 log-returns



Kolmogorov-Smirnoff Test
We know that for fixed r,

Fa(r) — Fo(r) 2 0.

In fact, a fundamental result in Statistics (Glivenko-Cantelli
Theorem), says that

sup|Fn(r) — Fr(r)] 2 0.
reR

Kolmogorov showed that for 0 < z < oo and any F continuous

P<ﬁ5up|Fn(r)_Fr(r)| §Z> :P<\/E sup ‘%ZI{UtSY}_y’ §Z)

reR y€[0,1] t=1

and that

P <ﬁsup|Fn(r) — F(r)] < z> — H(z) =1-2) (-1)"'exp(—2i*2%)

reR i—1



Kolmogorov-Smirnoff Test

Let
HO:F,:Foand HliFr#Fo

where Fp is the normal cumulative distribution with parameters
to, 0@ and

D, = ﬁSUP‘Fn(r) — F.(r)|
reR

is the test statistic. If the null hypothesis is true, then the
distribution of D, is approximately H(z). Hence, if D, < ¢ we
accept Hg and if D, > ¢ we reject Hy. ¢ depends on the test level
of significance, and can be found by

P(Dp > co|Ho) = a for a € (0,1)



Implementation using MATLAB

» Data: S&P500 index value from January, 1988 to June, 2020
» Code: MLESP500_KS.m
» Key functions in MATLAB: makedist, kstest



